CENTRO STUDI CALCOLATRICI BLETTRONICHE DEL C.N.R.

, PRESSO L'UNIVERSITA' DI PISA

Nota Interna II. 61

TNSEGNAMENTO UNIVERSITARTIO NEL CAMPO DET CALCOLATORI

ELETTRONICI o ;"

. GRASSELLI

Luglio 1967



1._Introduzione

A complemento di una precedente Nota Interna (II.43)
si raccolgono gui alcuni documenti sulltinsegnamento univer-

sitario nel campo dei Calcolatori Elettronici.

1. Corsi attualmente svolti nelle Universita italiane.

2. Lista pih recente di istituzioni americane che offrono
corsi di laurea in Scienza dell'Informazione.

3. Alcuni commenti su corsi di laurea americani.

. 4. Sviluppi recenti nel campo dellfinsegnamento di Scienza
dell'Informazione in Gran Bretagna.. |

5. Corsi in Seienza dell'Informazione nelle Universitd britanni
che. '

6. Programmi di alcuni corsi svolti nelle Universitd britanni-
che. o

7. Programme del vorso in Scienza dell'Informazione all'Univer
sita di Grenoble. :

8. Programma del Corso di Matematica Applicata al Politecnico

81 Grenodble.



1. 00f81 a*“ualmenue svol®i nelle UﬁlVQﬁSlua italiane.:

LAURTA IN GIINMICA

Indipizzo inorganico chimico-fisico

~ Calcoli chimici e programmazione ~ Univ. Parma

= Calcolo numerico e tecnica delle ap-
Pi10a210ﬁ1 meccaniche ed elettroniche - Univ. Cagliari

- Teoria ed appllca21one delle maoca1ne

C&lCOl&uTlCl- — Univ. Cagliari

LAUREA IN ECOLOMTA E COMMERCIO

- Statistica (biennale) ' L ~ Fondamentale sul piano
. ~ ‘ nazionale.

— Univ.Catania, Genova,
Messina, Catt."Sacro
Cuore" Milaro, Padova,
Pavia, Pisa, Lfleﬁ*e;
Iib. Urbino, Ist. Univ.
Economia e Comm. Venezia.

- Bconomevria

- Organizzazione aziendale: s — Univ. Bologna, Fadova,
’ Parma, Pavia, FTeruvgia,
Pisa, Torino, Infer.
"Pro Deo' Roma, Ist.
Univ. uconowia e Comn

Venezia.
- Organigzazione e direzione aziendale - Univ. Trieste.

~ Principi e tecnica delle applicazioni

meccanografiche ed elettroniche - = Univ. Trieste.
~ Ricerca operativa. S - Univ. Bologna, Cattelica
"Sacro Cuore' Iilano,

Inter. WEro Deot Roma?
Trieste, Ist. Univ. Econ.
e Comm. Venezia.




- Teoria ed applicazione delle mac~ - Ist. Univ. Dcon. e Corm .
chine calcolatricis : : Venezia.

TAUREA IN FISICA

~ Calcolo numerici e graficl

_ Calcolo delle probabiliti < L e
- | progeb-- . S - Complementari’ sul piano

- Cibernetica e teoria dell'informa- | nazionale.
zione e g

~ Anglisi numerica ‘_ — Univ. Pavia, Boma, Triestwc
, : Lib. LtAquila.

- Calcolatrici Elettroniche ‘ - Univ. Falermo

~ Cglcolatori elettronici - Univ. Roma

~ Calcolo delle probabilita e statistica - Univ. Torino

- Calcolo elettronico . : — Univ. Catania, Lib.
: ' LtAguila- .
-~ Calcolo numerico L — Univ. Roma
— Calcolo numerico e programmazione . ~ Univ. Genova, Napoli,
g Parma. .
— Cipernetica o = Univ. Catania, Napoli,
. g , Pagova, Roma, Parma.

- Tlaborazione e trasmissione delle
informazioni L ~ Univ. Palermo

- Blettronica applicata alle macchine ~
calecolatrici i - Univ. Napoli

—~ Iogica delle calcolatrici digitali e

teoria della progremmazione : .=~ Univ. Trieste
— logica Matematica ﬁ : .= Univ. Bologna, Genova,

Napoli, Parma, Favia.
Maecchine calcolatrici " - - = Univ. Milano

;‘Rioerca operativa , . - = Univ. Firenze, salermo




— Tecnica della programmazione - Univ. Homa

~ Teoria delltinformazione : — Univ. Genova, Napoli,
Parma
-~ Teoria declle macchine calcolatrici — Univ. Torino

- Teoria ed applicazioni delle macchine . , :
calcolatrici ' ~ Univ. Bari, Bologna,
: Genova, Parma, Favia.

LAUREA IN INGEGNERIA

— Controlli automatici ' = Pondamentali sul piano
' ' nagzionale
~ Componenti elettronici .+ = Univ. Roma, Palermo,
' ' ‘ ~Padova ‘
— Calcolo numerici, grafici, meccanici :
ed eletitronici - - Univ. Pisa
— Apnalisi statistica . : -~ Univ. Bologna
- Calcolo elettronico : i —~ Univ. Bologna

TAURRBA IN MATEMATICA

B -

- Calcoli numerici e graficil

Calcolo delle probabilita
. . — Complementari sul pian
fuLoglca matematica b-Len * » ©

, nazionale
- Statistica matematica ’
eoria dei numerl
oria ed applicazione delle
chine calcolatrici J
bra di Boole o ' ~ Univ. Padova

-




Teoria della programmazione per
le macchine calcolatrici :

Teoria delle macchine calcolatrici

. Peoria ed applicazione delle macchine

-

7"‘ 1-»5"‘

- Unive.

Pagova
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(usually artment name).

& Compute.

US INSTITUTIONS OFFERING
COMPUTER SCIENCE, DATA PROCESSING,

The list below includes US institutions which rep
reprintad in the Comununications because of the many requests for such information whieh have

The ins.itutions are arranged alphabetically within state within name of
The programs are categorized as being in one of
dences, Information Science, Business Data Processing, and Scientific Data Processing, or

DEGREE PROGRAMS IN
RELATED PROGRAMS

- The following list is taken from the recent publication Computing in Higher Education—IExpendi-
s Sources of Funds, and Utilization for Rescarch and Instruction, 1964-1965, with Projections for

ture
S ; 79 Southern Regional Education DBoard, Atlanta, Georgia. The publication is a report on the
- statistical survey carvied out by the Computer Sciences Project of the SREB under the direction of
Dy, John W, Hamblen and supported by the National Science Foundation. The data for the survey was
) reported dusing the period from September 1966 through March 1967.

orted degree programs in the computer sciences.

the academiec program
four major programs,

in one of . 'eive options in other academic areas. The letters following the names of the institution
signify Asscciate’s (A), Bachelor’s (B), Master’s (M), and Doctoral (D) degrees.

Vi

Institution

2 X
Comiputer Sciences:
Auburn University, Aubﬂrn‘ Alabama 36830
University of Alabanut University, Ala, 35486
University of Alaska,:College Alaska 99735 R
University of Arkan s 1T teville, Ark. 72701 .
Caiifornin St. Poly Cél., S. :is Obispo, Cal. 93401
Stanford University, Stanfc -, California 94305
mel\lh of Califormia at I vkeley, Berkeley,

‘nia 94720

Yale University, Newik
George Washington
. nd Lmuheu mu‘

3
Atianta University Ceit
Fmory University, Atlisn

-a, Calilor

Dav:s, Davis, Cal. 95616
it S uta Barbara,

nin 43106

ven Connecticut 06520
v. Wash,, D.C. 20006

iile, Florida 32601
ihles, Florida 33124
Slanta, Georgia 30314
ta, “seorgia 30322

Georgia State College, Atlanta, Georgia 30363

University of Georginy
University of Hawail,:
Bradley University, Peor
Northwestern Universi
Southera Iilinois Univ,

iniversity of Iilinois, Ur
Indinna State Universi
Purdue University, Le

v, Terre Haute, Ind.
vette, Indinna 47907

thens, Georgia 30601

Joneoluiu, Hawnii 86822

ia, Illinois 61606
vy, Evanston, Illinois 60201

Carbonsdale, IHinols 62901

#bana, Hiinois 61322
47809

University of Notre Datac, Notre Dame, Ind. 46556

Jowa St. U, of Sei. and' T
Univor%ity of lowa, Jowa

s 56502
\mx chead State Collene,

na 70501
y of Marylandy
nst, of Technolog

1824
> Smte University,
ern Michigan Univeg

gan 40001

te Colege, Wi
W mnie (‘mmrc, Jn

npi 39461
i State Univers

4603
ouri at Coly
201

cen., Ames, Jown 50010
City, Towa 52240

8t. U, Ag. and ‘App. Sci., Manhattan,
Morehead, Kentucky 40351,
s Lexington, Kentucky 40604
v of Southwestern La., Lafayette,

College Park, Md, 20742

» Camburidge, Mass, 02139

1 State Univer sxzy, East Lansing,

Detxmt, Michigan 48202
;sity, Kalamazoo,

“mnnm;mhs Minn,
nnnn. Minv ta 55037
ckson, \Tns im)i 39217

ity . St. Col., Miss. 39782

souri State ()miede. Warrensburg,

mbia, Colugpbia,

Missouri at Rolla. Rolln, Missouri 65401

souri 63130

ty of Nebraska, I@ncoin, Nebraska 68503
ty of New Hamp$hire, Durham,
ampshire.03824 .

Q(ov(’a\ Institute of iocn,. Tmhmxen‘ N.J. 0(030

ite, Brookiyn

niv. All Camifuses, N.Y.,
'wr%ztv. Ithacd, New Yo‘

}?oiy Institute)

Imt Wining & Tech., Socorro,

ty, University Park,

N.Y. 10027
MS 70
+New York 11205
Troy, New York 12181

Melbourne, Ila. 32924
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s Lopies .f the complete report can be obtained from SREB at a cost of $5.50 each.

1964-1965

Institution ABMD

Suny at Albany, Albany, New York 12203
Suny Downstate Mced. Ctr., Brooklyn, N.Y, 11203
Suny State Univ. of Buffalo, Buifalo, N.Y. 14214
N.C. State Univ, at Raleigh, Raleigh, N.C. 27607
The Univ. of Novth Dakota, Grand Forks,

North Dakota 58201
Cuyahoga Community College, Cleve., Ohio 44115
Ohio College of App. Science, Cinn., Ohio 45210
QOhioa State University, Columbus, Ohio 43210
University of Akron, Akron, Ohio 443064
University of Dayton, Dayton, Ohio 45409 B
Okla. State University, Stillwater, Oklahoma 74074

Oregon State University, Corvailis, Oregon 97331 M D
University of Oregon, BEugene, Oregon 97403
Carnegie Inst. Technolo;zy. Pittsburgh, Penn. 15212 D

Lehigh University, Bethlehem, Pennsylvania 18015
Pennsylvania State University, University Park,

Pennsylvania 16802 M D
University of Pittsburgh, Pittsburgh, Pa, 15213
University of Rhode Island, Kingston, R.I. 02881
Ununiv. of South Carolina, Co’.umbin, S.0. 26208
. Winthrop Collere, Rock Hill, South Carolina 26730
Vanderbilt University, Nashville, Tennessee 37203
Texas A & M University, College Sta. Texas 77840 M
Rice University, Houston, Texas 77601
Sam Houston State College, Huntsville, Texas 77340
Texas Christian University, Ft. Worth, Texas 76129
Texas Col. Arts Industries, Kingsville, Texas 78363
Texas Technological College, Lubbock, Texas 70469
Univ, of Texas at El Paso, Bl Paso, Texas 78712
University of Houston, Houston, Texas 77004
Utah State University, Logan, Utah 84321 B
University of Virginia, Chariottesviile, Va. 22903
Virgin Poly‘technic Inst., Blacksburg, Va, 24061
University of Washington, Seattle, Wash. 98105
W. Virginia Inst., of Technology, Montgomery,

West Vnmn» a 25136
University of Wisconsin, Madison, Wisconsin 53706 MD
University of Wyoming, Laramie, Wyoming 82070

Information Sciences

Univ, of Cal. at San Francisco, San Francisco,
California 94122
Yale University, New Haven, Connecticut 66520
seorgia institute of lech., anta, Ge6rgia 3 2 M
Iilinois Inst. of Tech., Chicago, Iilinois 60616

University of Chicago, Chicago, Illinois 60637
Mass, Inst, of Technology, Cambridge, Mass, 02139 BMD
Princeton University, Princeton, New Jersey 08540 BMD
Cornell University, Ithaca, New York 143850 M
Univ. of N.C. at Chapel Hill, Chapel Hill,

North Carolina 27514 N

Ohio State University, Columbus, Ohio 43210

University of Akron, Akron, Ghio 44304

University of Dayton, Dayion. Ohio 45409 M
Western Reserve University, Cleveland, Ohio 44106 M D
Lehigh University, Bethiehem, Pennsylvania 18015 M
University of Pennsylvania. Phila., Penn. 19104 MD

Univ, of Texas at El Paso, El Paso, Texas 78712
Washington State University, Pullman,
‘Washington 99163 M

Business Data Processing

Gadsden Tech. State Jr. Col., Gadsden, Ala. 85904

University of Arizonn, Tucson Avizona 85721 MD
Chafley College, Alta Lom"x Caiifornia 91701

College of San Mated, San Matco, California 94402 A

East LosAngeles College, Los Angeles,Calif. 90022 A

Ll Camino College, Il Camino Cal,, Calif, 90506 A
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(Continued from preceding page)
Institytion

Fullerton Jr. College, Fullerton, Calif. 92632

Palo Verde College; Blythe, California 92225

Stanford University, Stanford, California 94305

Cal. St. Poly Kello.Vohrs, Pomona, Calif. 91766

Mesa County Jr. College, Grand Junction,
Colorado 81501

Southern Colorado State Col., Pueblo; Colo. 81005

Thames Vly, St. Tech. Inst.; Norwich, Conn, 06360

Atlanta University Center, Atlanta, Georuz\ 30314

Elgin Community College, Elgin; Iilinois 60120

Freeport Community College, Freeport; Iil. 61032

Vocational Technical Institute; Carbondale,
Ilinois 62901

Kansas City-Kansas Junior Col., Xansas City,
Kansas 66101

Eastern Kentucky University, Richmond,
Kentueky 40476

Morehead State Coilege, Morehead, Kentucky 40351

Northeast Louisiana St. Col.: Monroe;,. La. 71201

Baltimore Junior College, Baltimore, Md. 21215

Boston University, Boston. Massachusetts 02215

Northeastern University, Boston,; Mass. 02115

Grand Rapids Juniot College Gr., Grand Rapids,
Michigan 49502

Wayne State University, Detroit, Michigan 48202

Itawamba Jio College Voe, Tech., Tupelo,
Mississipi. 39942

Mississippi State University, St. Col., Miss, 39782

Northwest Mississippi Jr. College; Senatobia,
Mississippi 38668

Central: Misgouri: St College, Warrensburg,
Missouri 64093

Missouri Southern College, anlm, Missouri 64801

Washington University; St. Louisy Misgouri 63130

Princeton Univer sity, Princeton, New Jersey 08540

New Mexico Staté University, Umvers;ty Park,

New Mexico 88070

Auburn Community College, Auburn, N.Y, 13021

Pace College; New York, New York 10038

Cuyahoga Community Collegre, Cleveland Ohio 44115

Lorain Co. Cmty. Coilere, Lorain, Ohio 44052

University of Akvony Akron, Ohio 44304

University of Toledo, Toledo, Ohio 43606

Drexel Insti of Technoloy:y, Phila;, Penn. 19104

Odessa Collegre, Odessa, Texas 79760

Wharton County Junior College, Wharton,

Texas 77488

Weber State College, Ogden, Utah 84403

Richmond Prof. Institute, Richmond, Va, 23220

Centralia College, Centralin, Washington 98531

Columbid Busin College, Pasco, Washington 99301

Scientific Data Processing

College of Sin Mateo, San Mateo, Calif, 04402
Vocational Technieal Institute, Carbondale,

= Ilinols 62801
Suny Upstate Medical Cénter, Syracuse, N.Y, 13210
Torain Co. Cmty. Coilege; Liorain,; Ohio 44052

Cption in: Mathemaiics

~ Umvolsxty of Alabama, University, ‘Aln. 35486
1 University of Alnaskn, Cotlege, Alaska 09735
Umvr—rs.uy of Arizonn, Tucson. Arvizona 85721
Caly StiPoly Kello, Vohi's,, Pomiona; Cal. 91766
Southern Colarado Stite Col.y Pueblo, Colo. 81005
Weslovan University; Middletown, Conn: 06457
Florida State University, Tallahasse, Flai 32306
University of Tilinois, Urbana; Ilinois 61822
Boston University, Boston, Massachisetts 02215
Vashington University, St. Louis, Missouri 63130
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Institution

New York University, New York, New York 10003
Ohio State Unlver<xty. Colnmnus, Ohio 43210
University of Oklahoma, Norman, Oklahoma 73069
Brown University, Providence, Rhode Island 02912
Clemson University, Clemson, South Carolina 29631
University of Tennessee, Knoxville, Tennessee 37916
East Texas State Univ., Commerce, Texas 75429
Option in Elecirieal Engineering
Arizona State University, Tempe, Arizona 85281
University of Arkansas, Fayetteville, Ark. 72701
Univ. of California at Berkeley, Berkeley,
California 94720
Univ, of Southern California, Los Angeles,
California 90007

University of Connecticut, Storrs, Conn. 06268
Umversxty of Illinois, Urbana, Illinois 61822

Mass, Inst. of Technology, Cambridge, Mass. 02139
’\Iew York University, New York, New York 10003
University of Okiahoma, Norman, Oklahoma 73069
Virginia Military Institute, Lexington, Va. 24450

Option in Applied Science
University of California Davis, Davis, Cal. 95616
Sou(:hern Illinois Univ.,Carbondale, Illinois 62901

y Linguistics .
‘University, Washingtori, D.C. 20007

1964-1965
ABMD
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BMD
MD
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Option in Systems and Comununieations Science

Mass. Inst. of Technology, Cambridge, Mass, 02139
Carnegie Inst. Technology, Pittsburgh, Penn. 15212
Option in Quantitative Analysis

University of Chieago, Chicago, Illinois 0637
Southern Methodist University, Dallas, Texas 75222
Optionin Systems Engineering

University of Arizona, Tucson, Arizona 85721

Old Dominion College, Norfolk, Virginia 23508
Opiion in Machine Computers .
George Washington University, Wash., D.C. 20006

Option in Systems Analysis
Miami University, Oxford, Ohio 45056

Option in Administrative Science

Fiorida Atlantie University, Boca Raton, Fla. 33432
Clemson University, Clemson, South Gavolina 29631
Option in Management Science

Univ.: of Southern California, L.A., Calif. 90007
American University, Washington, D.C. 20016
Pace College, New York, New York 10038

Option in Information Systems

University of Minnesota, Minnenpolis, Minn, 55455
Lehigh Universityy Bethlehem; Penni 19015

Temple University, Phiiadelphia, Pa. 19122
Option in Industrial Engineering

Arizona State University, Tempe, Arizona 85281
Option in Statistics

Ewory. University, Atlanta, Georgia 80322
Princeton University; Princeton, New Jersey 08540

BMD
D

MD
B M

Planned
ABMD

ABMD

M
B M

B M.D
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GRADUATE COMPUTER SCIENCE PROGRAMS AT AMERICAN UNIVERSITIES

F.'S. Beckman

IBM Watson Research Center
Yorktown Heights, New York

<

ABSTRACT: Considerable.activity is currently under way in the v
establishment of graduate computer science programs at many univer-.
sities. Some of the problems encountered are described. A variety

of different approaches to these problems in the areas of program
content,” organization; research and faculty selection are summarlzed
for some leadmg universities.

Research Report
RC-1895
September 11, 1967

B

LIMITED DISTRIBUTION NOTICE ~ This report has been submitted for pub~
lication elsewhere and hes been issued os a Research Report for early dis-
semination of its contents. - As a courtesy to the intended publisher, it
should not be widely distributed until ofter the date of outside publication.
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There is an enoymous amount of activity under way at American colleges 1 shall describe some of the principal problems that' seem to be associated

and ‘universities which involves setting up or expanding programs in Computer with Computer: Science education and some of the different approaches that are

Sciénce., Airecent (September 1966) informal list, available from the: Association

used. . Most of my comments will concern education at: the graduate level, but
for Computing Machinery, includes approximately 63 schools that are now offering

some brief consideration of undergraduate.courses and: activity is necessary; S ; .
programs which might be considered Computer Science activities.  However, based if only to define that offering which is.considered suitable.for the graduate !
on the many omissions observed and.the flurry of very recent activity, the level.” i :

number:is: surely closer to: 100, - The enormous demand for skilled workers in : : i

digital computing, coupled with the glamour and appeal that high speed com-
‘puting seems to have for many young people, has led to considerable interest

among . college students in digital computing as a profession; the actions of manf

schools are, in part, responses to this. ;

A widely accepted definition of the information sciences is given in a
report on the program at. the University of Chicago. . "The Information:Sciences

deal with the body of knowledge that relates to the structurz, organization,

transmission.and transformation.of information... This includes the investigation
of information representation, as in-the. genetic code or in codes for efficient’ :
message transmission, and the study of information processing devices and tech~

niques, such as. computers and. their programming systems." E b
ACM:1ist, some two-fifths identify their programs as Communications Science -~ :

Some . notion of different perspectives that prevail can be ohfained from
the titles that are used to refer to these programs,  Of those schéols on: the

Computer Science -~ Computer:Tichnology -- Computer Theory -- Computers and

Many people have pointed out that one significant and-unifying.characteristic
Automata’or Information (Procéssing) Science.

of the éubject matter appropriate to Computer Science. is the involvement ‘with

* the: effective or dlgorithmic approach.:: Thé notion: that "one can find" a number

About one~sixth use such teris as Applied Mathematics --. Computer Oriented is more pertinent and meaningfullthan "there exists! a number.. This is closely

Mathematics -~ Mathematical Methods and Computers -- or Numerical Analysis. related to the underlying concern of Intuitionistic Mathematics.

One-third emphasize commercial data processing and refer to their programs Different Orientations
as Administration Sciences -- Business Administration -- Business, Electronic or :

- Management Data Processing -- Industrial Engineering -~ Quantitive Business Information or Computer Science  is;, however, subject to a variety of
Analysis -- or Techniques of Management. Most of these commercially oriented " different orientations and associated objectives.  Surely, 2 pressing immediate
programs are conducted at’ the junior college or undergraduate level. ' T shall

need is. to equip. large numbers of professional workers- to use effectively the
say very little concerning them.

e : - tens. of thousands of digital computers- currently installed.. However, many feel

- that the long range benefits of studying in depth some.of the more:theoretical
aspects of digital computing justify the study of subjects. that have little ’
immediate bearing on.today's problems.

Some one-=tenth look at the '"big picture” and emphaéize the systems’ aspects

)kof computers, using:titles such as Systems Engineering -- Systems Science -~
Systems Analysis. or Operations Research and Systems Analysis. 7

Although our subject has been motivated: largely by the existence and use

.




of very real devices, with a consequent ten&ency tosrestrain an unduly abstract
approach, there still appears: to be a.continifous’ range of activity, from the
Pure to the Applied; in Computer Science. ' 1'shall illustrate such a spectrum
of ‘approaches by considering Automata Tﬁeory, a:subject that is often considered
to be well within the domain of Computer Science.

At the: lowest (in the sense of least pure) level, Automata Theory 'is
largely ignored.  For example, there are no compelling: reasons. to:teach parts
of this subject in industrial education programs for programmers. or computer

- systems engineers who will be concerned with the efficient use of computers
and not with their design. *

At a higher level, and'I think this'is illustrated by a typical approach:.in
an: Engineering’ School, ‘Automata Theory may be identified occasionally with
Switching Theory; and those parts of the subject dealing with the realization
and optimization of automata are studied in detaill’

At:a‘third level, ¥ would include the much more mathematically oriented
work in Automata Theory and its cousin Mathematical Linguistics.  Here, some
of  the' fundamental concepts of modern algebra play: a significant éole; but,
still, devices. (Turing machines -- finite state automata --.one tape -- two
tépeé ~-.0one way ~- two way -- read only tapeé ~- push down stores -- linear
bounded automata) are used to establish a structure: that sometimes seems
artificial and ineiegant. '

y

Finally, at.a. fourth and most pure level, I mention some very recent work,
most of it not yet published, in applying ideas of categorical algebras. to
Automata Theory. . While it is still much too.early to evaluate this work, an
attempﬂ is being made to provide, for much of Automata Theory, a firmer mathematical
structure which is not so obviously tied to. the particular deviges whose capa-

bilities are being studied. I am thinking here of the kind of work to be

represented in the Colloquium lectures of the American Mathematical Society
which will-be given by Professor/Samuel Eilenberg of Columbia University-at
the Society's forthcoming summer meeting in Toronto.  The meeting will be
held in late August’ of this year and Professqé Eilenberg will speak on :
"Universal Algebras and the Theory of Automata."

It appears to me- that similarly differing approaéhes are taken'to many
computing subjects, and I'have illustrated these only in' the case .of Automata
Theory. - These: approaches reflect differing objectives which are not always
clearly expressed.. The kind of educational program developed at any school
should certainly be closely ' related to its objectives.  If the main goal is
to prepare students: to use computers. more effectively; certain subjects --
those, for example, important to-a program to train researchers in Computer
Science == would be de-emphasized.. The attempt to:train people -to cope more
successfully with complex systems development (which is’, admittedly, very
difficult: ~there is- little convincing evidence that'it has ever been done
successfully) would be far more important’ than instruétion in some: of the
more theoretical aspe&ts of digital® computing.

The following goals' represent: some: of the different objectives in Computer
Science education: :

1. " To train effective workers who will be included in the force of some
hundreds of thousands of professional programmers and systems: analysts who will
be using digital computers in the very near future.

2..-To train computer designers' or "systems architects."

3. -To train people who:will have extensive knowledge of computing and
those mathematical tools required to develop new ways of using computers. -To
equip them to recognize and to realize new and important’ applications:

4. To train.a select few:in the more theoretical aspects.of Computer
Science and other relevant subjects so.that, by their resecarch, they can

further our understanding of effective procedures and the kinds of mental processes




that can be accomplished by them:
It may be appropriate to have University training to meet these goals,
but it is probably not fitting to consider doctoral programs for all of them.
Certainly, one of the expected results of this conference is to determine the
#
desirability; goals, and content of a terminal professional: course in Computer

Science which does not extend through a doctoral program.

Subject Matter

Much work has been. done on the identification and organization of the
subject matter appropriate to Computer Science. . The ACM Curriculum Committee
on Computer Science has prepared an excellent and very well known first
approximation to a Computer Science curriculum for undergraduate majors.
(Comrunications of the ACM, September 1965) - This report identifies fifteen
courses that might comprise required and elective subjects for such a program.
It also provides brief descriptions of the proposed courses and suggested
reference materials.’ The titles of the courses are:

1. “Introduction to Algorithmic Processes

2. Computer Organization and Programming

3.7 Numerical Calculus

4. Information Structures

S, Algorithmic Languages and Compilers

6; Logic Design and Switching Theory

7.°- Numerical Analysis

8. Computer and Programming Systems

9. Combinatorics and Graph Theory : ‘

10..- Systems Simulation
11,7 Mathematical Optimization Techniques
12,7 Constructive Logic

13. Introduction to’ Automata Theory

14, Formal Languages

15, Heuristic Programming

Although: I am not aware of any’undergraduézﬁ i-vhat now offers

such a rich curriculum, many graduate programs.i:

suggested by the ACM Committee. I understand tha:’
issue a proposed curriculum for gry:uate programs- .
sure  that we shall hear a great deal about: this in

: of the material
waittee will shortly
~er Science: (and I am
s=shop- discussions: here).

While agreement on the subject matter of Compu: -ence is possible, it

is true that the field lacks the coherence of some «:i .+ isciplines. . Some people;
disturbed by this and the highly specialized, pragmaii: . ;roach often taken, :
prefer to-think of it as a "science to be" --'confider “fhiat 2 more unified and

scientific structure will appear.

In any event, in spite of this apparent amorphism und incoherence, I do not
consider that the selection of subject matter constitutes the major difficulty
in: launching or maintaining a viable program. It is certainly necessary to be
clear about the objectives of such a program (and I have specified several);
but, having done this, I think that the selection of courses and course material,
while not easy, is a quite solvable problem.. There is, increasingly, a wealth
of good published materials to support.such courses.

Rather, I believe that the key problems are: 1) the setting of the objectives
of the program (these, I think, are not always clear in existing programs) 2) the
organization of the faculty entity that has the responsibility for the program
and 3) the selection of the faculty. Here, it is of interest to note the:following
comment: that appears on page 61 of "Goals of Engineeriné Education,' October: 1965,
published by the American Society for Engineering Education:  '"Distinguished
faculties are far more important to the advancement of engineering education than

details of curricula or magnificence of facilities.' ' Probably, a significant
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‘problem at the doctoral level is: 4) the identification of feasible research For the sake of completeness, I mention:the guestion of intellectual

problems, the ‘solutions to which' require the g}nd of ‘intellectual effort Tespectability. . That this is a problem-is clear from some of Professor A.
associated with the Ph.D. degree program -- when it is conducted at its best. Oettinger's remarks in the Communications of the ACM, December, 1966.  There
is probably no one: here who' requires answers: to: the doubts expressed by some
meubers of the National:Academy of Sciences: about ‘Computer Science as .an

independent. discipline. -These arc:cited in Oettinger's letter. -1} Why

Many people -believe that, apart from special graduate degree programs or
undergraduatc majors. in: Computer Science, it is desirable for colleges to
provide every student: with'at: least a basic understanding of computers

should there be:a special graduate (let .alone undsrgraduate) program in
and‘algorithmic processes. ~All informed citizens in-an:increasingly

Computer Science any more than in’ the use of any tool such as in electron

sophisticated society, where computers will play a universal and: important microscopy?  2) Almost all creative computer designers and software inventors

role; shouldipossess: this understanding. . Such:!liberal -arts" courses:in have been trained either as. Pure Mathematicians oy as Experimental Physicists.

"computer appreciation' are being experimented with-and may becpme widely 3):The training of faculty and students in computer usage can better be done

- adopted. .If so, there is here, too, the question of who in 'the faculty by people in the various disciplines who:have, acquired computer experience

structurs should have' the responsibility for such: courses. rather-than by a separate cadre of computer sciemtists. -4).It is not the

business-of universities to:train:computer centex Ranagers: or Systems: experts.
Incréasingly, apart from:meeting the needs: of the: Computer:Science:majors,

$): Computer Science is not a coherent intellectwal discipline but rather a
‘there is the problem of providing students in Physics, .Chemistry, Biology, the

heterogeneous: collection of bits. and pieces from other disciplines, including

i i Social Sciences, Psychology; Education, Linguistics, English Literature, Music, analysis: and differential equations,  linear algebra, mathematical logic, linguistics),
L " Urban’ Planning ---the list, of course, could extend:through'all departments information theory, decision:and control,. automatic control theory, circuit analysis,

at’ a University -~ with the training and tools necessary to use.computers: effectively etc.

in' their research programs. ' Based on my conversations with: many: Professors at

Columbia: University who are not: in Mathematics. and Engineering,: I feel: that, That impressions leading to these doubts about the professional status of Computer

with regard to this problem, there is rather little interest in what seem to Science exist should not be too surprising.  Such uncertanties concerning:the

them to be the more esoteric aspects of Computer Science.  Courses:in pro- intellectual substance of computing seém, in gemeral, to emanate more from

grammingand in’ the techniques of using computers for problem solving are ‘7 Mathematicians or pure scientists. than from Engimeers. . I have heard this

considered very important, however,

i : questioning of the suitability of graduate programs in Computer Science expressed
by a man who. is' a distinguished and widely knowm pioncer in the application of
Problems: : S computers: to one of the pure sciences -- one whe played: aniimportant role in the
early use of digital devices for scientific caleulation.: I.think the main
: 1 should Iike to mention bricfly the more obvious problems:involved in

reasons: for this feeling, when.it appears, are the enormous. range of:intellectual
‘activity in computing, the many.:facets it:exhilits, and unfamiliarity on the

part of the observer with the full scope of this activity.  Certainly, at its

“obtaining complete acceptance for graduate Computer Science education in some
academic quarters.




lowest levels there'is much’ that-is quite routine and pedestriaﬂ in:digital
computing. While acknowledging the importance of programming and the unusual
intellectual qualities which are essential in an effective programmer, I’ can
still imagine thét we' have all known examples of the programming: virtuoso: -~

the very productive and brilliant programmer who' produces: successful code: at :
ten times: the rate’ of most of his fellows ~-- who has not, and: seems not. to need,
a clear understanding of the basic theory of computability, of algorithmic
processes, or of numerical analysis.  His training may not have involveq any
significant amount of Mathematics or, if it did, there may be little correlation
between his programming ability and the ability he displayed'in his Mathematics >
courses. I in no way want to derogate the art of the programmer, but. I can
understand misgivings in some quarters about the . academic respectab%lity of

such’ pursuits, especially when they are compared with study in Topological

Spaces, Functional Analysis or Quantum Mechanics,

In the spectrum of computing activities, there is, of course, much work
in Constructive Logic, Computability, and Automata Theory which-involves z
wealth of theorems, structure, and results that. are far: from obvious and which
can be: considered as advanced Mathematics. ' If a truly broad-minded approach. is
taken, the scope of activities relevant to computing may extend very far, indeed;
the: continuing study of effective processes may very possibly lead to a better
understanding of human mental processes and consequent significant-achievements
in-artificial intelligence, It may well be that a better understanding of the
language of the brain, itself, will, as:Von Neumann has speculated, lead to a
much deeper understanding of Mathematics. This may be true especially with
regard to the somewhat uneasy foundations of Mathematics.

As 1 have said, I have not detected any of the: above doubts: about the
intellectual respectability of digital computing in the:minds of Engineers
.or of many Applied Scientists. ' The obvious cnormous. importance of digital
computing is, to them, sufficient justification for its-inclusion in the

graduate school program.

of Computer Science.

The levels of intellectual activity in. computing are alsdwquite evident
in some: publications related to'the field. ' By way of example, and not in any
particular order, I mention the following representative publicationsi--
Datamation, The Data Processing Magazine, Proccedings of the IRE, The SIAM
Review, The Journal of the ACM, The SIAM Journal,.The Journal of Symbolic
Logic and, The: Transactions of ‘the American Mathematical Society -- all of
which contain, with varying frequency; articles.and papers within the/domain

)

Everyone in the field is fully cognizant of the issues we have discussed
here.  Still, I should like to emphasize that this awareness of the great
breadth of subject matter, and, therefore, of the different possible orientations;

is crucial to the proper staffing and organization of any graduate educational

- activity.  Equally important to the.decisions about computing subjects to be

included and the methods of presentation is a clear understanding of the
objéctives of the particular program. This situation is quite comparable to

that in Mathematiés, for example, where different programs, with different
staffing and admission-standards, should be followed at égvanced levels, depending
upon. whether the objective is to accredit z University research scholar in Pure

Mathematics, to yield teachers of elementary Mathematics, or to.train Applied
Mathematicians.

STAFFING:

Next, 1 shall mention a few of the problems of staffing Computer Science
faculties.: First,”of course, there is the obvious shortage of experts in'this
very young field.. I think this problem is most severe in those subjects of a
more practical orientation, - We have discussed industry's difficulty in finding
people who can cope successfully with the increasingly ambitious and complex
computexr systems applications being developed. '~ These applications often take

several years to produce and there are not many people who have successfully




navigated Such experiences and acquired the distilled wisdom:thaty ‘i partat

least, might be communicated:to students who have little practical experience.
‘Also; there is such a jungle of activity in some fields == such as progriiaing
systems -~ that the talents and experience necessary to’'see coherent structure
are ‘not-.common.

There is a less obvious, but still significant, problem in setting up
Computer Science staffs at some of our best Universities -~ those wﬁich carefully
guard their reputation for being intellectually distinguished. " These Universities
attempt to Teserve. the Professorial title for those who are widely recognized as
distinguished leaders of theiyx field. Now, it does secm to be possible to
identify an elite in the corps: of Mathematicians or Theoretical Physicists.

At least; if a group of Mathematicians were asked, individually, to identify ‘
the ten best Mathematicians in the country, they would aéree to.a significant
extent: on some of the names, although there would maturally be cgnsiderable
deviations . of opinion. . 1.do not believe, from a'small sample poll I have con-
ducted, that it is possible. to.so:identify the unusually distinguished Computer
Scientists. .There are, as we well know, good people and mediocre people, but I do
not believe that, at the upper end: of the scale, the'best people are quite as far
above the mean as.their counterparts in Mathematics or Physics. ,While Von
Neumann, and perhaps Turing, would appear on many lists, if they were alive,

I have found surprisingly little agreement on' the:selection of the very best
people currently active in computing.  This kind of identification seems to be
particularly difficult in such obviously practical subjects as the design and
development of computer and prcgrammingjs}stems. Here, I think the situation is
similar to that.in Engineering. ' In subjects'like Automata Theory or Mathematical

Linguistics, there is, however,:less of a problem.
ON SUITABLE. DOCTORAL. THESIS PROJECIS:

One misgiving that I have often heard expressed concerns the selection of

suitable Ph.D. research topics in Computer Science.. Apart from the more mathematical

parts of the subject, What might co;stitute, for example, a good Ph.D. thesis
in: Programming Systems? Would a project: that:requires a great déal of work
but comparatively little:in the way of new insights or creative ideas be' ™™
suitable?  Again, it is:usually the Mathematician’ or Theoretical Physicist
who: feels most unsure of the acceptability of this kind of project for
doctoral work. ..On the: other hand, the Professor of Experimental Physics, of
Applied Mathematics or.of Engineering, who has 'secen many doctoral theses
accepted’ for which the strongest raison d'étre hAs been the substantial labors
of the student:leading to some small contribution, is usually not so doubtful

of the acceptability of such thesis projects. T have, for example, heard a

A doubt  expressed a5 to whether such an outstanding piece of work in computing

v

faculty organization. for a Computer Science program.

as-the specification of }he ALGOL:language would constitute an acceptable
project if it were:done, for the: first: time, by a doctoral student. Standards
of acceptability are not easy to:define; but an understanding by the Pure
Mathematician. or Theoretical Physicist, who has becomé a Computer écientist,
of the criteria that ére brevalent in‘many of the sciences and in Engineering
may be desirable. ‘ !

ORGANIZATION:

One.of the most crucial questions: in starting a new program concerns the
There have been many

different. approaches-taken in:Universities around the country. - Should' there
be a separate Computer Science: Department, as’'I believe is preferred at this

time by a very large numbex of those who think of themselves as Computer Scientists?

1f there is such a department,: should it be in the Engineering School.or in

the: Graduate School of "Arts and Sciences"? In some schools,: such as Purdue,

the department may exist as-a separate entity but within a2 Division (or School,
or Faculty, or Institute, or:Center) of Mathematical Sciences. . There are also
Institutes of Mathematical Sciences: at Stanford, New York University, and

Carnegie Institute. . At a very new-University like the University of Waterloo
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in Western Ontg}io, Canada;, which: first admitted students in 1957, there is

a substantial ‘Faculty of Mathematics divided into five departments‘including

a Department of Applied Analysis and Computer Science, a Department of Applied
Mathematics, a Department of Combinatorics.aﬁd Optimization, a Department of

Pure Mathematics and a Department of Statistics. Such an approach would

probably be:very difficult to implement at an older school which has a certain
amount of rigidity in its existing departmental strgciure. At Columbia
University, for example, the department is a very strong structure extending
through the Undergraduate. College, Graduate School and School of General Studies.
In addition to these programs, the. Mathematics Department sponsors various service
courses. which are open to students in the préfessional schools of the University.
The setting up of new departmental structures, when the above situation prevails,
and when there is some overlapping of interests with Mathematics and‘Engineering,

would seem to present formidable problems.

The existence of a separate Computer Science Department is felt by some
to be of special importance with respect to the recruiting of.new staff
menmbers.  In particular, new Ph.D.'s whose degrees are in Computer Science may
attach .considerable importance to the. University's acceptance of Computer Science
as: an.independent discipline as evidenced by giving it full departmental status.

Anothexr argument-that is:heard in support of a:separate Department of Computer
Science is that a faculty can.be assembled which will include specialists in
many: of the areas:that are significant in computing, thus giving the student the
opportunity. to. get a varied exposure, and encouraging that stimulating inferdi;—
ciplinary exéhange that is' often so fruitful in computing and its applications.
However, it is not.at all clear that Computer Science Deparfmcnts of the “second
generation'. -- those which will have staff members who have their degrees in Com-
puter Science and not, as.today, in Mathematics, Physics, Engineering, Linguistics

etc, -- will provide this cross fertilization as effectively.

Should, perhaps, Computer Science be an interdepartmental activity under the

«
¥

control of a central committee? - Again, should this committee be within the

Engineering School or the Graduate:School of Arts and-Sciences? -The

feasibility of such an approach seems to vary with the school. -At the

University of Chicago, a committee in:Information Science existsj but I

understand- that it has almost departmental status and that many of its

members have joint appointments with such department§ as' Applied Mathematics,
Physics and Physiology.

Should Computer:Science be offered as- an oppion under the Electrical
Engineering Department as' it is'at the:University of California in Berkeley
or at Prirceton? Or, should it be an-option under the Mathematics Department?
This latter approach does not now appear'to.occur:with: any great frequency,
although' some smaller schools. like Stevens Institute adopt it. At Columbia,
the Mathematics Department, which is quite pure, has no interest in such an
arrangement;-but it may be more attractive in an Engineering College, or at
a University like Brown where there is a separate Department of Applied
Mathematics, or at Harvard where, although:there is no independent: Department

of Applied Mathematics, there are Professorial:appointments:in Applied Mathematics.

It is . interesting to note that at the University: of California. in Berkeley
a separate mathematically oriented Department: of Computer Science is, apparently;
being established within the Graduate School of Arts:and Sciences. 'That
University will thus have two independent graduate programs in Computer Scisnce.

Or: should there be; as' some of us are beginning to believe, 2 Computer-Science
Institute (or Center or: School) which: includes the Computer Center and is
authorized to' offer courses and award degrees? At Columbia some institutes have
been established in. certain areas of study which have: strong interdisciplinary
flavor.  ‘An example is the Russian Institute which is associated with Columbia's
School of ‘International Affairs. ' Students pursue diversified courses of study,

and their program for an advancedtdegrce under the:Graduate Faculties: may
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includework in the Institutes

Such an institute could include a prograg of continuing educational activity -
seminars, lectures, and workshops -- that would be.of benefit to. the great‘
community of computer usersiat a large University.  ‘The:scope of such activities

- would considerably exceed that which is normally:associated:with the Computer
Center, alone: It would; of course, also be desirable to have some research
activities going on at'such a Center. ' The approach: at the University of
Maryland seems to be related to this. Here, there.is a:Computer Science Center
which acts as an interdisciplina}y départment. It is not affiliated with any
school or-college of the University, but provides service to' them.all..  Also,
the Georgia Institute of Technology, with its School‘of Information Science,
may be moving in this direction. -

I doubtftﬁat, at this time, there is any single,. correct arrangement which :
is ‘applicable to all schools. To a large extent, this is true:because of: the

| drtificial restraints imposed by:local organizational and political restrictions.
In any event, it appears to me that there is no:intellectual discipline:represented
at'za.University that has quite the interdisciplinary character of Computer
Science.."I'believe that any organizational structure must recognize:this. and
encourage:the continuing development.of new applications in now:unrecognized
areas.

Almost all of the computer users with whom I have spoken: at Columbia, who
Tepresent many departments including Physics, English Literature, Economics,
Civil Engineering, Sociology and others, were universally enthusiastic:about
extending activities in computer education. However, as:1 have said earlier,
they were much more concerned with the additional support that this would
provide to those: of their graduate students who use: computers in their research

“projects: than they were with any ambitious program in:Computer Science, per se.
In fact, a'few people expressed some concern that the preoccupation of Computer

~Scientists: with the:more abstract parts of their subject might detract from

those activities that would facilitate the current use of computers and the

development of new applications.

Some: . of the reluctance on.the part.of soﬁe Mathematiclans to:accept
Computer Science as an:independent discipline, on .a par with Mathematics or
Physics, appears to-be:closely related to the friction that is sometimes evident
between Pure.and Applied Mathematics.. Here, it is relevant to note that
Mathematical Statistics has to a large extent received recognition as' a
discipline worthy of'separate departmental status, although some of the
most untarnished Mathematicians way.still regard it as an activity akin to
plumbing.

I shouldilike to summarize briefly. the organizational approaches being
taken at.some major Universities. I shall consider them in an order that is
determined, for the most. part, but not entirely, by a composite ranking, using
the:relative evaluations: obtained in.the recent (1966). study of graduate
education by the American Council of Education.. Since, at this time, it.would
be: quite premature: to judge the effectiveness. of existing Computer Science
programs, this composite ranking is based upon the assessments, in this study,
of the Faculties qf Electrical Engineering, Mathematics and Physics.

First:is the University of California at Berkeley. Here, as mentioned
earlier; the principal. activity now under way in Computer Science involves

programs. conducted by the Electrical Engineering Department. This is a very

: strong-department with, as of the time of my information, some: 93 faculty members

of whom about 30: seem:to have:a very strong interest in. Computing Science.
Students with a Bachelor's degree in Engineering:can work toward an M.S. or

Ph.D. in Engineering, while: students with a degree in- Mathematics or the sciences
can work téward the corresponding Master's or. Doctor's degree in Engineering

Science. There also seem to be two different suggested curricula. . One emphasizes



Machine Organization and Programming Systems while the other, in. the "Theoretical
Computer: Sciences!, concentrates: on switching and automata theory, formal

languages and the' applications of coding techniques.

Professor:Zadeh, Chairman: of the Department’of Electrical Engineering at
Berkeley, presented: arguments: for including Computer Science programs:within
Electrical Engineering in a paper.-- "Electrical Engineering at the Crossroads™ --
which he presented to the IEEE in: 1965. It is of great interest to note that he now
feels that, in the long ruﬁ, only a structure "like an institute" will have
stability. . (For further: opiniohs of Professor Zadeh on these: questions, see
his paper in: these conference proceedings.)  As mentioned e#rlier, anotheT
Department: of Computer Science:is being established in the Graduate School of
Artsiand Sciences. It is likely that this new activity will draw most of its
students: from Mathematics.

At:Harvard,: judging: from thatlinstitution‘s response to my requests for
information, the approach to Computer Science is very casual. ‘At the time of
my-inquiry, there was no: glossy brochure available describing the computer-
related educational activities at Harvard. = There is, rather, an’informal: list
of courses selected from the areas of Natural Sciences, Applied Mathematics,
Engineering, Engineering Sciences, linguistics, Business Adpinistration and the
Graduate School:of Design and Education. - This list is set forth as comprising
the educational activity in Computer Science. A student may work toward 2 degree
in Applied‘Mathematics, concentrating on courses-in this area.

At:.M.I.T.,  Computer Science is one of some fourteen fields of specialization
mentioned within Electrical Engineering.  This is an’enorious department with
113 members having the rank of Assistant Professor or above. ' At least thirteen
courses: relevant to Computer Science are offered within Electrical Engineering,
alone: ' The Mathematics Department at M.I1.T. is rather pure, and only’ two

courses in Logic’ and Proof Theory appear to be relevant to Computer Science.

9.

In the School of Humanities:and Sciences: at Stanford, there is. a new Computer
Science Department which offers Mastexr's and Doctor's degrees.’ Some aspects
of this program have been fully described by Professor George Forsythe in his
paper, "A University's Educational:Program in Computer Science" (Communications
of the ACM, January, 1967). A recent Department‘bulletin lists 11 members: of
the: Department with the rank of Assistant Professor or above. Professor
Forsythe's paper also includes some:interesting comments concerning the nature
and objectives of Computer Science education.

At the California Institute of Technology, a new Departmeﬁt of Computer
Science is, I understand, in the process of being formed.

As I mentioned earlier there is, at the University of Chicago, a
"Committee on Information Sciences' which has almost departmental status.. ' There
are nine staff members with the rank of Assistant Professor or higher.  Many of
these seem to have joint appointments. ' In'addition to appeintment.to:the
Committee, four of them are listed as Professors of Applied Mathematics, three

as Professors of Information Sciences, one as a Professor of Physics and one

~as a Professor of Physiology. Some 19 courses. are listed under Information

Sciences, and a student can work toward.either the S.M, or Ph.D. degree.

Although. there are some joint appointments, the committee seems to be independent
not only of the Computer Center (this separation between the educational and
service functions is prevalent at most schools) but also, somewhat surprisingly,
of the Institute for Computer Research at Chicago.

Princeton University has a special program under its Department of Electrical
Engineering and lists some 11 undergraduaté and graduate .courses. in Computer
Science which have Electrical Engineering titles.

At the University of Illinois, there is a new Department of Computer Science
and, as.cof November 1966, it is.authorized to award both.the M.S. and PH.D. degrees
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in Computer Sciencel’ An.undergraduate degree in Mathematics and Computer Science

is an:option under the Mathematics Department. @ Prior: to the formation of the

© Départment; the Digital Computer Laboratory had obtained department status in

1959, but no degree program in Computer Science was-available. ' The name of
the ‘laboratory was changed: to the Department of Computer Science in 1965.° The
emphasis at:Illinois seems to be on Computer Organization and Design; and there
is, of course; a long and distinguished history of activity in this area,
extending from-the ORDVAC machine built in 1949 and: including the: ILLIAC's

I, 1Y, III, IV. There appear to be nineteen staff members, and, although

21l but one are full time members: of the bcnartment most of them; for
historical reasons: and personal preference, carry titles assoc1ated with. other
disciplines such as Professors of Applied Mathematics, Electrlcal Engineering,
Mathematics, Physics. ' Some twenty-three courses-for the Computer Science major
are listed. ' There are also'research programs for students pursuing graduate
degrees in other departments.

At Columbia University there is a Computer Science program under:the
Department: of Electrical Engineering.  Some thirteen courses-in Electrical
Engineering are relevant to Computer Science.  Candidates for the Master's,
Professional and Doctoral degrees can concentrate on.courses in:-this area.
There is an-attempt, also, to keep admission requirements for doctoral
candidacy flexible enough to accommodate students with'undergraduate degrees
in the sciences or Mathematics, as well as’in Engineefing. 'Many of the
courses arelgiven by visiting staff members, and a very small number of the
members ‘of the permanent staff have their principal interest in Computer - .
Science, : It is also possible for a student to work toward.a degree in Computer
Science under the supervision of an interdepartmental committee on Mathematical

Methods in Engineering and Operations Research within the School of Engineering

and Applied Science. There is a similar committee on Applied Mathematics within

“the Graduate Faculties which also, on occasion; oversees the'work of a student

who is doing some research relevant to Computer Science. : As:usual, the Computer

Center activity is: largely separate from the educational programs.

In the School of Graduate Studies at the  University of‘Micﬂigan, Computer
Science is subsumed within an interdepartmental Communication Sciences program:
A broad offering of courses in Formal, Artificial and Natural Systems is
available, and the student qualifying for the Master's or Doctor's degree will
generally take courses not only in'the Communication Sciences Department but

also in Electrical Engineering, Mathematics and Psychology.

- A Computer Sciences Department was: created at the University of Wisconsin
in 1964. It currently has a'staff of 29, many of whom hold appointments with
Electrical Engineering, Mathematics, Linguistics, Theoretical:Chemistry,
Internal Medicine, English, the Mathematics Research Center, Computer Center,
and the Library.  Programs leading to the B.S., M.S., and Ph.D. degrees are
available.”” A large number of courses are offered, most of which are divided
into three areas. Some twelve courses are listed in the area of Numerical

Analysis and Mathematical Programming..: Under Systems Programming-and the '

Theory of Computation, eleven courses appear, and thirteen courses are. listed

under Models of Intelligence and Natural Language Processing.  Also, a large
number: of peripheral courses: offered by other departments are mentioned in
the description of the Department‘'s program.

At Cornell University, an intercollege Department of Computer Science was
established in 1965. = Interestingly, the head of the Department. reports-to
both the Dean of the College of Arts and Sciences and to the Dean of the College
of Engineering. ~ The main emphasis at Cornell is on' graduate work.and the student
can work téward the M.S. or the Ph.D. degree. Some: four elcméntary courses - are
listed as being primarily for undergraduates, with approximately thirteen courses
intended for graduate students. ' There are’ eight members of the Department with
the rank of Assistant Professor or zbove, and one:visiting professor.  Some
six members of other departments‘also teach Computer Science courses .or.are

engaged in relevant research activities.
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At:Yale University there are two. Computer Science programs.  One, within
the Department- of Engineering and Applied Science, enables the student: to work
toward the Ph.D. in the area of "Computers, Communications, and Control™.

Some eleven staff members of the Department are listed as having their
principal interest in this area.. There is, in addition, an interdepartmental
committee, with representatives: from the Depaftmcnts of Engineering, Philosophy
and Linguistics, which oversees the work of some students'working in Computer
Science. Some: staff members hope for separate departmental status for

Computer Science in: the future.

The: University of Pennsylvania has a graduate program: in the Computer and
Information Sciences within the Moore School of Electrical Engineering. The
participating faculty includes some fifteen members from Electrical®Engineering,
two:each from Linguistics, Mathematics, Philesophy-and: Economics, and five
members from the Psychology Depariment.  The program-is supervised by a Graduate
Group Committee.  The interests and research activities of the faculty are
quite broad and cover both hardwere and software design and.the more mathematical
parts of computer theory. A student can work toward:the M.S. or Ph.D. degree.

Purdue University, as mentioned earlier, contains a Division 6f Mathematical
Sciences which consists. of three departments:  Mathematics, Statistics, and
Computer Sciences. - There are some eight members of the Department of Computer
Sciepées with the rank of Assistant Professor or higher, and’there: is one
visiting staff member. 4Mastef‘s and Doctoral programs. are avgilable in three
areas of specialization: Numerical Analysis, Programming and Systems, Logic
and Automata.: Approximately twenty graduate courses are listed.

A Department of Computer Science was formed in.1965:at Carnegie Institute.
It offers only the Ph.D. degree. Some nine staff members with-the rank of
Assistant Professor or above are listed, together with two visiting staff

members. - Many. of these have joint appointments with other departments, including

v
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Mathematics, Electrical Engineering, Architecture and Infustrial Administration:
Undergraduate programs related to Computer Science are offsred by the

Department of Mathematics' (Mathematics: of, Computation Opfion), by the Department
of Electrical Engineering (Applied Computer Sciences Option), and by the
Administration and Management Science Department (Computer Science Option).

Nine graduate courses are listed as being offered by.éh& Department’ of Computer
Science. It is of interest to note that the usual foreign language requirements
for Ph.D.' candidacy have been replaced by the requiTement that students show
mastery of three Erogramming languages.

At the time I'gathered my information,'a Computer Science Committee'at the
University of Washington in Seattle intended to offer, beginning this fall, a
formal degree program leading to the M.S. and Ph.D. degrees.  Approximately 27
courses relevant to Computer Science, of which about twelive have not yet been
offered, ‘are ‘listed in' the tentative program description.  Most of these courses
have: Computer Science listings, although there does not appear to be a Department
of Computer Science. . About six of the listed courses -- in Algebra, Logic;
Operations: Research, and Numerical Analysis -- are offered by the Mathematics
Department. - The fifteen Committee members: all seem to he members of other
departments... The depart@eﬁts‘represented are:  Mathemstics, Electrical Engineering,
Civil Engineering, Psychology, Physiology and Biophysics, Chemistry, Finance and
Statistics, and Physics.

As I mentioned earlier, there is-a Computer Science Center at the University
of Maryland. It was established in 1962 as an interdisciplinary department, not
affiliated with any school or college of: the University.. The Director of the Center
reports. to the Vice-President for Academic Affairs. The Computing Center is: an
integral part of this activity and the head of the Computing Center is an Associate
Director of the Computer Science Center.- One cited advantage of this arrangement
is that it eliminates competition between the Computing Center and a separate depart-

ment. for research funds and staff.  The interdisciplinary graduate educational
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program has developed gradually. Until now, there has not been.a formal degree
program in Computer Science, but, starting this fall, a Ph.D. degree program will
be available. During the 1966-67 school yeaf: some seven courses with Computer
Science listings were shown. ' Faculty members from other departments serve the

. Center, on a part time basis, as Computer Researcthonsultants. These.consultants
‘ supplement the Center's full time professorial faculty, of about a half dozen, who
work in the areas of research and education. \

®

At the University of North Carolina at Chapel Hili, a Depértment of
Information Science was established in the College of Arts and Sciences in 1964
to offer graduate level instruction and pursue research in Information Science.
An M.S. program is now offered, and students secking the Ph.D. are being
accepted. The Department: does: not offer any undergraduate major, but -some courses
are open to undergraduates. It is expected that'some joint research projects
involving other departments will be implemented in the future. Currently, the
Department has: two professors with joint appointments; one in Englisﬁ and' Information
Science and-another in Sociology and Information Science. ' Some nine faculty and
research staff members are listed.  Of these, two have full time professorial
appointments with the Department,  The others have adjunct or visiting relationships,
or a joint appointment with another Department or with the Computation Center.
Some twenpy-six courses: are listed for graduate students, with:about half of these
being cross-listed with Mathematics, Linguistics, Philosophy, or Statistics.
A’ few rather:unusual courses bear such titles as Computational Stylistics ("the
use. of the computer in the specification and discrimination of stylistic patterns
in" the aesthetics) and a Seminar in Teaching and Professional Practice. .The
University shares the use of the Triangle Universities Computation Center with
Duke: University and North Carolina State University and also has a smaller computing
facility for its own use.

My very brief description  of some of the salient characteristics of Computer

Science programs at these nincteen schools is intended to be suggestive and not

inclusive. "Because of the lack of time; I have omitted references to‘many
interesting programs, but my descriﬁtions do.provide an’ indication of the
great diversity of organizational approaches’ and of the importance of inter-
disciplinary relations: in Computer Science edudational and research activities.
It has been estimated that within three years‘ihere will be over 200 colleges

and universities in this country offering educational programs- in Computer Science

In concluding, I should like'to quote briefly from the publication of
October, 1965, "Goals of Engineering Education,” prepared by the American
Society for Engineering Education. This is the report of a study concemed
largely with graduate programs in Engineering. ' After pointing out that ten to
twenty years.will be needed to.develop a well es;abliéhed graduate program, and
after reviewing the development of many of the more. successful programs. this
statement is made: :

"Perhaps the most: important factor was the importance of individual
initiative on the part of one or more highly motivated key persons -~ and
perhaps the primary lesson to be’ learned from this study is the importance
of outstanding faculty people who have clear goals.”

ol




REVIEW OF RECENT DEVEL @HMF‘“;\WS

Five years ago it would have been difficult to point to any
Wwidespread systematic education of people working in the

computer ficld: Today one can'see a pattern of such education’

drising, with some awareness both of the types and numbers
of personnel which are required and of what they should be
. taught. That this should have taken place in a reiatively short
‘period is witness to the urgency of the need and to the response
‘wiiich this has' brought forth “from  our- fong “established

‘educational bodics,
[t is appropriate that this ;‘)UNIC'\UOH should follow closely

‘on a report on ‘Computer cducation’ prepared by an Inter-

departinentalr Working Group.[1] This report examines. in’

niuch greater detail thain is possible here thie present estimates
of demand, the pool of available ability, the existing educa-
tional provision, and the steps needed to meet the demand.
By way of introduction to these problems we shall try to
“summarize the basis and conclusions of the report.

In iis quantitative aspects the réport relics substantially on
the estimate that the number of computers of varying sizes in
operation or on order in the United Kingdom by 1970 will
be over 3,000, to which:may be added: about 1,000 more in
the plaiining stage and needing some stafl. These numbers,
perhaps intentionally somewhat conservative, refer mainly to
computers in industry and commerce, In cstimating staff
numbers a very broad classification is used which includcs

advamcd programmers (designers of computer sof(ware
systeims)

systcms designers and systems analysts (concerned with
applying computers within a particular organization)

programniers - (concerned | withwriting ~and  checking

detailed programs)

operators (for computcx opcxatmn and data prep"uauon)
maintenance stafl,

This is o fairly satisfactory classification in this context, Itis
cassumed that advaiced programniers and systems designers

are of hodours degree standard, that most systems. analysts
care of graduate quamy or ciose to it, and that the otlier
- classes mainly fall within technical grades. The requirements
. within these classes by 1970 are then estimated as follows:

265';‘4

Numbers Additions

A 1964[2] needed by 1970
Advanccd progiammers - (Not specified) 200

- Systems designers 3,600 - 500
Systems analysts 23,600 S 11,000
Programmiers t 4,800 ’ 19,200
Operators: 3,000 16,000
Maintenance staft. .. 2,500-3,G00 {Not - specified)
“ ‘ (in 1965) '

Several points must be stressed.. First these figures refer to’
the needs-of industry and. commerce,: and-do: not allow for
those - of academic research - and {caching establishments.
Sccondly, the view is expressed that the preliminary training
of programnicrs is not a serious problem. The report states
that 4,000+ new. programmers: were  traincd . by computer
manufacturers in 1964, 6,000 morc were. expected in 1966,
and the manufacturers: could meet: the added: needs of 1970.
Similar optimism was shown:for operators and maintcnance
stafl. - However the more highly. qualificd stail, ‘¢specially
systems designers and analysts, presented a probable area of
shortage.:

“An immediate impiession: given by thesc estimates is that
the. number of advanced: programmers - proposed (o micet
future demands: for:compiiter ‘software systems. is. too low,
even aliowing for the fact that non-industrial nceds have been
excluded. The needs of universities, -especially the regional
computcr centres, and many research establishments for such
stafl’ is considerable. Much: effcctive software has been and

~will continue to be developed in universitics. Vzorcovu the

potential demand for moré complex ; systems
smiputer net-

associated with: multi-processor. systems. aag ¢
works (as contemplated by the Post Office, sanks and -other
large organizations) is so great that we should expect a much
Jarger ‘addition to the strength of software specialisis to be

required by 1970.
The report includes 17 paragraphs of recommendations

‘and we can refer briefly to the most relevant:

Uniiversities: Greater allocation of .computer. facilities for
teaching purposes. Joint planning of . high level courses with
computcr manufacturers. Reorientation of some courses to
meet the need: for systems. designers. Incrcased numbers of

. grants .to fill exxstmg courses, especially . to. non-science

graduates.
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lleges of Further Edication: Review of existing syllabuses.
ontinucd sumoxt for and- cxtension of courses such as City
& Guilds' 319 and 320. Supplementary courses for specialists
ozhcr ficids. More short courses for existing {eachers.

athematical cqmpmcnt Further limited: experiment with
v mathematical syllabuses, and use of travelling computers,
sanized  access to computers, especially in colleges of
ther education, where time should be =ifocated to schools,

Tarouzhiout there is emiphasis on the high pnonty to. be
¢il

.colieges and the National Coinputing Centre in this respect;
1 the remainder of this article we shall look at some of
nrogress which has been miade in recent years; especially
universities and colleges; and the prospccts of mce(mg the

ds of 1970,

Hputer Science

Postgraduate Courses
the universitics ‘specialized courses in methods of coms=

1930s. The war ycars gave considerable impetus o the
vestigation of numerical techniques and it was natural that

se should become the subject of postgraduate diploma
1ses in a number of universitics soon after the war. Thus
the decade from 1950 to 1959 the emphasis was very
nitely on. the side of numerical analysis, which at that
¢ was undergoing a good déal of development. However;

i the arrival of computers in a few universilies-an intro-.
tion to a)iogrmmmng soon creptiinto the courses and this
1 a process of change which has led {o their bccommg
fe dad more computer-oricnted:

“ority now aim to provide an M.Sc. degree rather than
ciaysee Survey of Computer: Science ‘Conrses inv this
v A glance thirough the more detailed information

A numerical s techniques - and . numerical analysis - and
ards topics such as theory of computation, logic design of
syimbol mampulatson, thcory of computer

b}
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cizools Increasmg provision of desk calculators and other

110 courses for systems analysts, and the roles of universi=

ation have had quite a long history and it would certainly
possible to trace thicir development through the 1920s:

iace 1964 the number of such courses has mczcmcd and

Cliis presented fater will'show the extent of the shift away - 4
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: ,hnguagcs compilers, dafa structures ‘and information pro-

cessing.. Typical ‘examples may be scer in the syilabuscs for
Cambridge, Glasgow and London, and the trend. is par-

- ticularly evident in the moré specialized courses at Edinburgh
“and St Andrews. At the same timic it should be added that the

opportunitics for students to study numerical analysus have

~“also’ improved, as athis is now an acceptcd opnon in many
'Dxp!oma and M.Sc. courscs in mathematics.

It is imiportant to note the numbeis of students involved.
Although the numbers given in this Bulletin avc only apj proxi-
mate, and the list of courses may not be complete, it appears
that between 200 and 250 students ar¢ registered for D:ploma
and M:SE courses: in 1966-67, about one-third of thesc in

‘London: There are other cotirses not included in the Bulletin

survey. Many are in‘an carly stage; 50 it scemis reasonable to
hope: that by 1970 the number of postgraduate awards will
exceed 500 per annum, provided financial support for the

‘students is made availabie.

No comparable survey has yet been made of postgraduate
students following a programme of research in computer

- “science., The number is undoubtedly increasing and becoming

significant and it must be hoped that details will be availabie
for the next AER. Information is also incompletc on post-
graduate courses suitable for the training of systems analysis
and designers: These “are still few, but mention should be
made of the Diploma course on data processing in business
administration at'the University of Newcastle, and in London,
to- an M.Sc. course in systems analysis at finperial College,

“and a future M.Sc. course in systems analysis at the London

School of Econovinics. The émphasis given in the report on
Computer Education to the need for reorientation of existing

“courses and for new courses for system designers suggests

that'a development is imminent in this ficld similar to that in
computer science,

b) First Degree Courses

1tisto be expected that in the older universitics postgxamm.c
courses. in compuler science -and . related -subjects- would
develop in advance of first degree courses. Experiments in
ficw ‘ficlds of ‘study, especially where the subject maiter is
rapidly evolving and the boutidarics are ill-defined, naturally
occur at the higher level. Moreover there has been consider-

,able debate as to whether computcr scxence represented an

¥ i
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'3 Utiiversity of Reading

a\.unmbiu new discipline, of was better 1cg1tdcd as a'supples
Cimentary study to be pursued afiler a first degrec course in one
N ““ Wellaestablishied subjects.
Cai Armibents s now, being. resolved quite rapidly in
: ...mm S it denree ¢ourses which are designed cither to be
cedenvinantly concerned with the (heory and use of com-
AIRR S SR (V) contain’ a substantial proportion of computer
Cmenar fneonjunction with other subjects,” For the first of
C(ese alernatives; the lead has mainly been taken by six
Ccoiicies of techinology which have obtained approval of the
Council for National Academic Awards to offer a B.Sc, degree
“ieomputer science, These are four-year sandwich courses
which include industrial experience and have usually been
developed i association with the computer industry; honours
“degrees willsbe awarded; although at several collcges (and
pcm:ms intimie at all of them) degrees at ordinary level will
“dlso be available. Among the universitics Manchester has
also been a pioncer in developing computcr science as a full

dugrw subject;

. At a number of universities a joint honours or general -
“lonours: degree: which . includes. computer science s the -

- favoured alternative. The ovcrall present position’ scems to
bc as foliows:

. : : First
et ’ i graduates
© B.S¢ in Computer Science No. of years -~ expected
" University of Manchester 3 (hons)" 1968
University of Newcastle 3 (hons) . 1969
Heriot-Watt University 3 (hons). - 71970
- University of St Andrews 3 (ord), 4 (hons) ? 1970
- Brighton Cof T 4 (hons) 1968
‘Hatfield Cof T 4 (hons and ord) 1969
‘Staffordshire Cof T 4 (hons and ord) 1969 -
 Wolverhampton Cof T . (4 (hons) 1969
“Constantine Cof T 4 (hons aiid ord) 1970
-Leicester Reg. C of T 4 (hons) 1970

B Se (Joint or General Hous:, 3 years)

Umvcrsuy of Leeds
| matics
{ University of Newcastie = Gen. Hons. € computcr science)
“Gen., Hons. (3 computcr scxencc)

B Se (with variable proportion of computcr science, 3 ycars)
Dmvcrsny of Glasgow

: | i University of London

(pmxcu.mly at Birkbeck C, LSE Queen ’Viary C)
B.A i/z Mathematics (3 years)
{ University of Lancaster 'About computer science
: University of Leeds Finai ymr specialization in com-
: - puter scicnce
University of Liverpool
puter science.

Clearly this list, especially the second half, is likely to lengthen =

as timc goes o,
Again we should look at numbcrs of students: In 196667,

at colleges of technology, there are 213 first year students

curolied in six“courses, compared with 104 students in four

couises in 1965-66. As these courses develop there is thus an

expeciation: of between 250 and 300 graduates in 1970 and
perhaps more” in fater 'years. University numbers are not
precisely kinown but {roni courses now planned 100 or more
graduales may cmerge annually: from 1970 onwards. More
. than 350 otirer graduates should have followed a course with

N
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Joint Hons. with phys:cs or mathc- :

Final- year specialization jn comn,

a substantial computer sciciice content; this number.is open

" to considerable increase,

These figures are moderately cncoumz,mg; together with
the estimates for diploma and M.Sc. courses they suggest that
we can look for an anntal output by 1970 of more than 1,200
computer specialists; of whom a- fair proportion may be
oriented towards systems design, They may be compared with
an overall total of 689 honours graduates in mathematics
(including joint honours degrees) in 1960, and 1,290 in 1965,

¢) Curriculum Developments

We shouid?efcr briefly to the probable trends in the develop-
ment of curricula in this ficld. Refercnee to the outlines of
existing courses given in this Bulletin shows that aircady there
is considerable variety, and this is'of course desirables At the
same tinie much thought has been given to what constitutes
a broad balanced eurriculum in"computer science, particularly
at undergraduate level, as shown for instance by the US

~report[3] published in 1965. The draft syllabuses prepared by

the BCS working party also represent a preliminary stage
in developing a siinilar scheme suited to the needs of this
country.

Jt may be several years before syllabuses such as’ these
achieve any general measure of acceptance or stability. In the .
micantime it is reasonable to expect that first degree courses
will develop in at Jeast two divections. One of these will be
mathematically - oriénted, with emphasis on mathematical
Jogic, topology; graph theory, combinatorics, matrix algebra
and functional analysis, and will appeal to many who will
subsequently become advanced systemis programmers. The
other, more suited to the systems designer, will be concerned
with the theory “of economic or enginecring systems, and

. thé techniques of information processing in business and

administration;
At postgraduate level "a  different  divergence must be

cxpcctcd There should remain, as at prcsent broadly based
but 1ot too detailed courses for graduatcs from othier dis~
ciplines, physics, enginecring, economics, medical sciences,
etc. However, as first degree courses become more stan~
dardized there will' also be a need for specialized courses,

. more expérimental in character and closer to the advancing

technology of the day.

d) Ancillary Courses and Equipmicnt

So far we have mainly béen concerned with courses intended
to provide computer-specialists of one kind or anothier, It is
also becoming essential, as far as teaching stafl and computer
resources allow, to give all students in the facultics of science;
engincering and-economics at Jeast a brief introduction 1o
problem formuldtion and programming in a language such
as ALGOL or FORTRAN, and an opportunity for somé

- practical experience.

Jarge locad on

lon as &

The practical work represents a potentially
computmg facilities. To take the University of Lom
major example, with a total population of more ihia
students, there are between 4,000 and 6,000 siuc’ :
year who should be introduced to computer tech 38 (AL
present less than 1,000 undergraduates annually receive such
an introduction, often very restricted.) To provide adequate
facilities' for them requires the full time equivaient of an
IBM 7094, and ideally much of this shiould be in the fosm of
conversational access; at present non-existent in London.
Rapid turn-round of work is in any event esscntial, There is a
need for considerable reorientation of computing services i
the universities for feaching purposcs.

Ll
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E?g;;‘ffkcf wduncation
sguld now lookat the way cohcgu; of x’mmcr cducation
o their hﬁpod‘\m funcxzom of mcmmg the technical
con.pmm users. For the great majority of colleges
he broader education of programmcrs, operators
nance stafl} {o use the-categorics of the inter-
report. Reference Bias aiready. been made tothe
e of comp uter manufacturers in this réspect; undoubtedly
ming courses which they provide are very important
spiy of Jarge numbers of programming and
stafl ,no are'then able to apply particular cGuip-

{)"’l&,uuui‘i(Y siail ,
$io solve {ihe mote immediate problems of the users We

3
i

sriraini
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y cannot guarantce that the trainee understands the
moic ge enerall and: theoretical aspects: of the working and
f};)gnw bility of computers} secondly  they do. not' aione
provide a professional qualification which will be acceptable
to empl gycr and eniployee alike, This i xmpncs no disrespect {0
manufacturers’ cotirses, for in the main it is a responsibility
of the public educational system to offer these things.

We should distinguish four ways, all-of them important

existing peeds: ;
1 Short appréciation courses at various Icvcis.

3 Courscs designed” to provide: the =xnowledge and skills
required for particular well-specified jobs.

Courscs with a wide educational background as well as
(faining in a varicty of techniquies.

& Courses which supplement. the professional qualifications
of siudents it other ficlds.

{Ga)

Avpreciation courses there have been and still are in g).‘;my;
fLadecd wost coilege courses have. developed: out of them,
_lowever what niow constitutes - asatisfactory appreciation
coutse is very different front what it was a few years ago; they
require to be carcfully designed and illustrated to suit par-
“ular classes, from the highest levels of managers to school«
cavers. in scarch of ‘@ caieer.. Many colleges and otlier
oroanizatons are-engaged in providing these, cither on their
own or as part of a certificated course, as the Society’s course
list will testily. We shall consider here in more detgil sonic of
the more extended courses leading to special qualifications.

The City and Guilds Sclieme 319/320: One scheme which has
whed to provide a broad educational background in com«
e systems ‘is that sponsorcd by the City and Guilds of
Loadon Institute. The initiative for this came from the British
Computer Society in 1962 when an approach was made to the
Institute 1o design Jourses for junior computer personnel.
This led first of all to course 319, basically a two-year part-

possibie), which is suitable for those leaving school at 16or 17
and starting on a computer-oriented career, The award is a
certificate: for: computer: personneli Courses. for this: began
in 1964, and- the first: examination held: in 1966 with 62
candidates: This number should be well over 200.in:1967 and

Coursc:
The sccond stage of the scheme, represcnted by course 320,
provides an advanccd,ccg'tiﬁcatc after two further years of

the first examination will be in 1968.
ms\, courses are not: designed: for-a narrow vocational
ng to meet the needs of a particular class, be it opcraim,

»

IUNE 1967 .

shouid ;so ot overjook their uscfuiness as a mecans of
sci u’ ng suitabic stafl,
L1OWEVEr suciy courses-are dcﬁcncnt in at lcwst fwo xcspcc(s.

and relevait to the computer field, in which coileges can meet .

Not all these needs are equally well catered for at prgggnt,

time course (although other methods: of organizing it are-

500 in 1968, with between: 50 and 60 colleges offering the:
pari-time study, Ten'co Icgcs at present offer the course and

mimer of systems analyst, but rather to ofier a core of -

“this City and Guilds s

practical: experience of campuicr sysieins,
their mode of operdtion, mcthad  of use and breadih of
application.. This should appeal 1o many. who, through
ficcessity or otherwise, prefer the path of apprenticeship and
further education to a more academic course, Given a scrious
intention: to deveiop. a carcerin ihe compuler ficld; ihe
advanced certificale with suitabie additional ’courses can b
onc avenuc 1o the more responsibic positions.of compuier
SUPCIVISOr, senior programmei or cvely syst¢ims analyst

So far no form of specialization has been introduced inio
chemie, on the groxmdg that there is more
1 knowiedge which is basic to indusiriaj

knowicdge: and

than suilicient commo

“and comimcrcial, as well as scientific and “technical uscs of

compuiters {o fill a.course at the level of 319, and even 320.
However, the 319 syllabus in particular has provided much
Just criticism that the target of a gencral purposc course has
not been achieved: For this and other reasoiis tlie 319 syllabus
is ﬂre"xdy bcing subjecied (o thorough revision and ¢loser
integration with that of:320; and ilic results wili be made
known before theend of 1967, '

- National Cerlificate and other conrses: Foi thic technician who

:and computing,

s likely to be concerned with the more scientific or technical .

uses of computers there are other valuable courses available
which provide certificates. Some of these are coliege diploma
courses, but of more poienthl significance are the new Higher
National Certificate and Diploma in mathematics, statistics
now under. the: acgis of the lustitute of =

. Mathematics and ifs Applications. These awards. paralicl a

" ‘colleges and. industry to. provide courses of four

""{SCCAPE). ofiers. a diploma in

t

“have a signifieant computer content, althou

\Iational Certificate scheme (at ordinary and higher ievels)
which has been operating on a small scale in Scotland for a
few years.

Somie FING and HND courses in business studies also now
i not in any
For il

sense alming to producs compuler: specialists
aiming to. becoiiie systems mm%ys%z’s there is
development now in the planning stage between a nuniver of
(o six
months in college together, with industrial training. This is
also ‘available in Scotland, where the Scottish Council for
Administrative. and. Professional -~ Educaiios
systems - analysis 203
design for a course on similar lincs. The National Conyprii.
Centre is also concerned to promote courses for sysici
analysts and is designing a course for the purpose.
These courses arc clearly aimed at reorienting ma any peop.
who may: alrecady have professxomd qualifications’in anoih

Commercial,

o

field, in a direction where there is a severe national si.o‘mg»,
There “is a similar ‘need in~ data processing applications
generally, cspecn} y for some intermicdiate levels of mun% crs

who find that comiputers are impinging on the work of their
departments. This has led to.a further collaboration between
the British Coinputer - Society and the City and Guilds of
London Institute to preparc a course on ‘data processing for
computer users’ (course 383), intended to be run as a p.m-

“time: evening course. willl about 150 hours of ‘study. and
cpractical work, A certificate will

1 be awarded and it is hoped
that the first examination for this will be held in 1968,
his short summary has covered the majority: of courses
extending to 150 hours or more. There is an important place
for other short ‘supplementary’ courses; two of these, entitied
omputer studies 1" and ‘computer studics 11 are oifcred at

.’some colleges.in Scotland. Each' involves about 80 hours,

‘and may be faken'separaiely as. of par

+ of the Scottish- Ad-
vanced National Certificate in Busincss Studies) they are
rather more 1han appreciation. courses but nof specialist

€ourses K0T Programmers,
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Some gaps still remain.: Thus computer “operators, and;

{hosc opdrating anciliary: machines, ‘do not as yct have
training awards -specibcally for their needs. This'is being
remadied” both by SCCAPE, which is planning a course
simifar (o one for business machine operators, and by thic
Rayal Saciety of Arts, which has not so far entered the ficld of
computer cducation, Another region of very great imporiance
is that of compuicrized automation, which involves among
“others the maintenance technician, This is now under review by
aw ox,\mg party of the Um’/ed Kiugdont Aiitomation Cournicil,
‘and s likely to result in modification of several cxisting
courscs for technicians as well as possibic new coursces.
Theie is a clear danger that all this varicd devclopment of
courses may lead to incflicicney and to an unrelated mass of
disjointed.or ovcxlapping qualifications, Thus in the technical
ficld a strong casc arises for coordinating: the activitics of
at - least - three . examining - bodies,  CGLI, RSA - and

SCCAPE. To thése may be: added the Bru‘rs/z Computer .

Society itsclf. This is a possibility which is certainly being
considered with a view to establishing standards which will

Be generally acceptable.

Computing Equipmcnt in Universities and Colleges

No review of progress in computer education would be satis-
- factory. without reference to the equipment “available to

students. In universities digital computers have been provided

primarily for rescarch, beginning with pioneer- machines in

Manchester, Cambridge and London about 1949--50, followed

by a number of commercially built machines in the period .

1956-58, and again in 1962-64. The total government con-
tribution up to this stage was of the order of £3. million.
Following the: publication of the Flowers report.[4] and the
setting up of the Coniputer Board, the provision of computers
i universitics has- entered - a - phase ‘of “more Asystcmatic

-planning, with the prospect of a further investment of about’

£18 million between 1966 and 1972 in machmes to provide
- general computing scrvices,

There are at present about 50 computers in universities in’

“the UK for such services: Although the position is changing
fairly rapidiy, the numbers and types of machme mstal}ed
- are indicated. by the following table:

. Ferranti Mercury 1 ICT Atlas
Ferranti Pegasus 2000 ICT 1907+
Ferranti Sirius . 3 ICT 1905
Ferranti’ Argus 104 2 ICT 1909
Stantec Zebra . 4 EE/KDFE9
Elliott 803 - 12 Elliott 503~
IBM 1620 5, Elliott 4100
. 1BM 360/65 .
: IBM 7090/1401 i
= IBM 1440

The machines on' the left include those most likely to: be .

replaced in the unear future; at least one further 1905E; one
1907 ‘and scveral ‘machines in the Elliott 4100 range arc on
order, ‘Refereiice should also be made to the SRC Chilton
Atlas which is dvailable to-universities; and: to the equipping
of the Edinburgh Regional Centre, first with KDF9 and then

with'System 4/75. Many smali'computers exist in departmeiits -

for specific projects; and several larger machines dedicated to
higiht energy physics,

It has. been: said that these computers are primarily for
cesearchi: Until now it.ds true that the time directly devoted to
{caching courscs has been relatively small (although two-three

“hours. per week on-the London -Atlas is not trivial), but a

nwuch grcater proportion. has cfiectively been providing self

*Due for upgrading to 7094/1460 1

¥

130070

Ferranti Mercury 1 Stantec Zcbra 3
Ferranti Pegasus- 3 Elliott 402 1
Ferranti Sirius 2 Elliott 803, 803B 9

- EE Decuce 1 Elliott 903 1
ICT 1201 2 Elliott 4100 5
ICT 1202 4 IBM 1620 4
ICT 1301 a1 IBM 1130 3

- ICT 1901 1 IBM 1401 1
1BM 1440 2

- Honeywell H120 1 PDP 120 1
Honeywell H200 1 MCS 920 1

B A e G0 B G0 R e D

education in their usc to alarge number of gradualc students.
This situation wiil change rapidly as. more undergraduate
courses get under way.,

In collcges of further cducation the provision of computers
has. been more directly - related to teaching needs.: The
{oliowing list shiows an cven greater varicty, despite being
jncomplete at the time of writing:

There are ‘also” one or two locally designed computers,
e.g. NHECTA ILat Letchworth. The vintage quality of many
of these machines is evident, and a great deal needs'to be done
to extend and update the equipment in colleges. Neither in
universitics. nor- colleges - arc: there as yet any substantial

. multi-access facilities to enable students to use computers in

a conversational mode, although a few, very few, experimental
schemes are under way. This is particularly unfortunate as the
potential value of such facilities is immense, even if restricted
to program editing rather than full conversational use.

Couclusions

It has not been: a purpose of this article to present a com-
prehensive plan for computer education in this country, or
even to highlight too strongly the areas of deficiency. Some
of the problems involved are.discussed elscwhere. I have been
more concerned to describe what has been done than to'stress
what remains to be done. By comiparison with five years ago
a-great deal has -been-achieved both in universities and
colleges of further education, largely through the encrgy and
enthusiasm of those who are aware of the necds of the future
and also: have the responsibility of presenting the courses.
However we are still in the process of developing an integrated
systemi of computer education which will embrace schools as
well as institutions of  higher education, and will set the
requisite standards: for professional as well as academic
education. Only if continued government support is forth-
commg are the targets of 1970 likely to be achxeved Next
year’s review will be critical. e
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feprees, dnoench part institotions are listed in alphabetical
arder of thé main word in the address, e.g. the name of the
{own.

Each entry consists of cight scctions, Section 1 gives the
name and address of the department and college. Section 2
_gives the name of the qualification: this is usually a B.Sc. for
4 first degree. The B.Sc. is usually awarded by a university,
but, in the cases of colleges of technology, this is awarded by
e Council for National Academic Awards (CNAA). Section 3
cives the entry requirements. For a first degree, the eniry

General Certificate of Education; in practice it is often
required to have three ‘A’ levels and often the pass has to be
f a high standard where entry is very competitive,

Su:ﬁ(m 4 gives the length of the course. This is usually
ull-time, but for the CNAA degrees it is often a sandwich

remarks about the objectives of the course,
Section 6 gives main computing facilities available for the

aRIAD

fourse. Section 7 gives present or estimated future number of .

uum(s takmg the course. Section 8 gives a more detailed
i u;mon of the contents of the course with number of
{ ures on the right-hand. The number 3{ lectures taken by
ull-time students is subject to a large variation, between 8 to
S lectures per week. Generally, stronger students are expected
do a lot of reading on their own and the number of lectures

e week is therefore quite low for such students.

XIRST DEGREES

shiton. College of Technol ogy
Department of Computing, Cybernetics and Management,

Brighton College of Technology, Moulsecdomb, Brighton 7.

B.Sc. (Hons) in computing and data processing

2 CC“ ‘A’ subjects, 1 of which must be mathematics,
5 other QJC:: ‘(G subjects, ONC or equivalent with good
wsr{o mance in mathematics

"“3

N

ﬁi; 1967

WORKING

r SC

: | o .
/ey of computel

s survey iy divided into two parls: first dcgrccs and higher

requirement is usually a minimum of two ‘A’ levels in the

ourse sprcad over a period of four years with alternating ..
periods in college and mdustry Section 5 gives wgeneral”

PARTY. 7

A comparison of courses leading to the whole
or a substantial part of a first or higher degree

in computer science is presented for the guidance

Ledids

of career masters, students, colieges and anyone

wishing fo find out the currmz’f national pos%i'or

concem ng the educalion ot mm;me:’ scien gis.

COUrses

D 7

Vo

thin, onc thick SanGWZCﬂ) for combining academic and
industrial training

5 Suitable for school leavers who intend to take up computing
as a carcer. Emphasis on commercial and management

applications .
6 I1CT 1301, IBM 1401,
7 14 (64/65), 46 {65/66)

8
Term 1 ]
Mathematics and computing methods - . . 44
Logic, sets, Boolean algebra S ' 16
Programming 44
Logical design B 22
Statistics 66
Scientific thinking aad method [ 11
Economics . : S 22
Accounting 22
Term 2 ,
Mathematics and computing methods . 44
Logic, sets, Boolean algebra . S 16
Programming SR 4
Logical design . Cet ; 22
“Statistics : 66
Physics” 3
Economics 16
Accounting 16
Term 3 as in Term 2
Term 4
Mathematics and computing mexnods o &
rogranuning 44
Logical design - i 2
tatistics - 3l
Either:
Scientific thinking and method 22
Analogue compmhg . .25
Electronics and information if’aeory 3%
or Psychology and sociology 22
Economics, 23
Sociology 28



Term 5 as in Tcrm 4 but with an cssay project mstcad of . ;

s(amt.cs
Ternt:6 ,
Mathematics and computing methods 33
: Dx&.xtai computing : ; 5 33
Statistics ~ Sl 33
FEither: Analogue computing =~ ot o220
or Commercial applications - oo T2
Managuncnt organization ’ o S . L2
i Technical factors and social change SRR VAN
. Organization of science: Seiaiinen e g
_ Opeérational rescarch e ’ 22
- Project essay R
i Term7
Mathematics and computmg methods ‘ 44
! Digital computing (including project) . 77
. Statistics o 44
| Either: e :
. f . Scientific applications .~ = i
: Analogue conmputing e 22
. or. Commercial applications =~~~ . . 33
Operauonal research: S : 44
Tgrm 8asinTerm 7 - s

i Term 9asin Term 7 -

e

Cxty Umvcrsxty

e e

London, EC1

-2 B.Se
£ 3 A2 level in pure mathcmatxcs, applied mathematxcs and

physics (preferably), or the equivalent 4 English language -

- f and 2 other subjects at *O’ level -
i 4 3 years, or 4 years on sandwich basis

’z

their career

' ; 6 1CT 1905, Elliott G-PAC analogue comiputer which will ber

~ replaced by EAL 690, hiyorid computer from Sept. 1967
7 The present annual intake is about 40 students
8 s

Part I (20 weeks)

| Mathematics (mciudmg numerxcal analyszs)
_ Mechanics : :

Statistics :
Computing : : _' o220
Social'studies , Lo Lol 300
Part 1] (40 weeks) : T
Mathematics (including numerical anaiysxs) Se 260

~ Field theory and mechanics . s 50
Statistics : s e oo 110
Digital computing : B S L

_ Analogue computing y e 40
 Logical design. . St 20

. Zart TH (40 weceks) \ e 'V : ’

- Mathematics (including numer.cal analysxs) S 120

- Digital:.computing 2 s 0160
Analogue hybrid computing . © .+ Sl B0
Logical design : Seiiestooocono 40
Operational research iechmques i .60

,Socxalstudxcs : i 80

32

. 1 Department of Mathematics, City University; St. John St

' 5 Suitable for those who wzsh {0 specxahze on computers for -

Constantine College of Technology

1 Department of Mathematics, Statistics and - Computing;
Canstanting College of Technology, Middlesbrough.

2 B.Sc (Ordinaty) in computerscience

3 i) GCE =5 subjects including mathematics and 1 other
subject both-at ‘A’ level. Special consideration will be given
to applicants without mathcmatjes. at ‘A’ level; ii) good '
ONC; iii)y qualification équivalent to the foregoing,

4 4 years, including 2 periods of 6 months in industry

5 Suitable for school leavers and others who wish to become
advanced or: specialist. programmers. or. analysts in comi~
mercial and/or technical fields

2’6 IBM 1620 Model 2; disc packs; liné printer:

7 21 (1966/67)
8

First year (in common with honours degree)
. (Comimences with a

two-week FORTRAN II course and an
introduction to desk-machines — not mciuded in ‘number of

lectures”)
Programming I e . 15
Principles of computers - T e T
Basic electronics - SR P 20
:Datd processing I : . 20
Statistics I St e 60
Commercial orgamzatxon and procedures » ~s 30
Mathematics. I ; i 100
Numerical analysis I i s 30
Commiunication R e L 15
Econoinics R DI R ;30
Tutorials and practicals R e PR o320
Second year ERTR S I ; :
Boolcan algebra and logic deszgn SR 20
Programming. Ii S R : 40
Data processing 1X. S iy
Statistics IL : : 40
Mathematics II L i : 40
Numerical analysis IL © ~ 2020 0 2 40
Foreign language’ * ISRl R 20
Tutorials and practicals 260
“Third year -
Programming 1110 bl . 30
Data processing IIL» v o i 40
-Analogue computing 1 Gttt - 20
- Operations research ' S S 4G
Mathematics 1L - S 40
Numerical analysis 11T~ S ' 20
Accounting for managemeut R TR : 26
Psychology : : RN 20
Tutorials and practicals : el 24¢
Fourth year e ‘ B
Real-tinie systems S
Data transmission and nformatxon theory S
System methodology :
Programming IV . e X e
Analogue computing o a0
Computer applications AT SG
Project . -
Industrial sociology : 30
Tutorials and practicals . 300

Constantine College of Technology

1 Depzirimcnt_ of  Mathematics, Statistics’ and Computing,
Constantine College of Technology, Middiesbrough

2 B.Sc (Hons) in computer science
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ubject both at ‘Al level. Speciat consideration will be given
o applicants-without mathematics at ‘A’ level; ii) good
20 i) qualification cquivalent to the foregoing,
years, imcluding 2 periods of 6 months in industey
Litable for schioot Ieavers and others wo wish 1o become

sorcial and/or technical fields
AL 1620 Model 25 dise packs line p.mt;r

i (3966/67)
}-)’car (i/x comimon with ordinary deg;ree)
oduciion to desk-machines - not mcluded m mxmber of

gcramming 1
cxples of computers

Tematics I

scrical analysis 1
munication

Jomics

orials and practicals

e year (20 weeks)
ramming 1F : o

lean algebra and logic des:gn 5

logue computing 1 Gt

a processing I1

stics 1L

hematics 11

erical analysis I1
unting for management

-{ime processing systems G e 0 20

processing 1L BRI 30
ations rescarch . S o4
on A Management scicnce e 780

Mathematics and fmdamerxtais of control S

4 Advanced management systems: .

€

GCE - 5 subjects including -mathematics. and 1 other
‘S Tutorials

(vanced or specialist programmers or analysts in corfi-

mmences with a two-week FORTRAN If course dnd an

- Difference methods including operators, interpolation,

- Fundamentals of computers; computer programming for

nis methodology Sl e e 200

Analogue computing S0
Numerical analysis 111 e 10
on B Numerical analysis 1iL ch40

‘operating . environment;

theory I St 50 .
Analogue computing Il .- .. ., 20
hology oot 20
rials and practica]s 200
I year
tages and compilers , S e 30
me system programming R w30
transniission S 30
o staic systems S 30

Integrated data processing C T4
. Operations resedrch S 45
Oh B Numerical analysis IV : 48
Mathematics and fundameﬂtals of control -
theory I Sl
Analogue computing I - : L300

Industrial sociology : 30
and practicals and pmjcct . S 360

Glasgow University

. 1 Compuiing Depariment, Glasgow University, Glasgow, W2

2 Courscs for B.Sc and B.Sc (Applicd science)

37 ’1,,'/101 Ordinary Compuiing? A pass it mathematics at the
ordinary jevel
Advanced Ordinary Computing: Passes - in co“nputmg and
mathematics at the higher ordinary level

4 3 years for ordinary degree’

5 Provides a basic course in computing (higher ordinary class)
and course for those wishing to. work in coniputer pro-
gramming in science” and enginecering or in- computer
systemis (advanced classes)

6 English-Electric-Leo-Marconi computer KDF 9

7 Estimated - Higher Ordinary (1966/67) 100
Estimated — Advanced Ordinary (1967/68) 25

8 Under the regulations for the degrees in science and applied

“science inthe University of Glasgow, a student has to select

scven courses to be studied in three sessions. Computing may
be studied in the sccond and third years and must be preccded
by classes in mathematics.

Higher ordinary computing: nimerical analysis: 160

quadrature, and the interpolating polynomial; iterative
methods for the solution of transcendental and poly-
nomial equations; introduction to methods of lincar
algebra; bivariate functions.

Higlier ordinary computing: computing

numerical problems; computer logic; information pro-
cessing.

Advanced ordinary computing: numerical mza/ [ysis 100
Numerical solution of ordinary differential equations;
linearalgebra including eigenvalues; ordinary differential
equations;- linear: programming methods; methods: of
approximation; partial differential equations; non-linear
problems.

Advanced ardumry computing: au!omaac computing.

Structure of computer languages; programming in
assembly. language; computer systems,; ompzlers, non-~
numerical programmmg )
Computer systens: ; L S 100
Cm}zpufer design and construction

Order codes (0, 1, 2, 3 address); error detection and corfection
codes; peripheral hardware; hardware protection.

Computer systents

Requiremiénts - of  an’ operating ‘system; batch processing
Egdon and - Prompt operating
system; Atlas and CDC 6600 operating systems; multi-access
systems = project MAC; directors; systems hardware.

" Compilers and system writing

Machine. dependence; buffermg of input- output store or-
ganization; programming of asyncnronous devices; inter-
Jocks: debugging  techniques m languagg, graphical and

~“analogue devices.

Hatfield Coliesie of Technology

i Department of Mathematics,” Hatficld College of Tech-
nology, College Lane, Hatficld, Herts

2 B.Sc (Hons) in computer science

i



GCE 5 subjects, mciudmg 2 at*A Jevel; one of which must :
© be matheiatics, er OND or ONC in scicnce, cng;rccrm“f ‘
‘or businass studics with a mark of af least 60 per cent. m .

mathematics

, ' 4 4 years, including 2 6 months’ industrial training pcrzods

5-Suifable for school leavers who intend {o take up compmmnr

as a carceer
G E hO(t 863

7 14 (1965/66) 52 (1966/67) {Common thh ordmary degree

“in first year)

8 , ,

First year (Common with ordinary degree) !

Digital computer programming Ll 60

I’mcticais 120
fectronic data processing I : = 30

" ”’rachcms
Computational mathematics, statxstxcs, eiectromcs, and

liberal studies, lectures and practicals : e 4500

ecuud year . .

Progmmmmg IanguagesI 20
Practicals o 020
Electronic data processing IX° =~~~ L4007
Practicals : o E
Computatxonal mathematics, statxstxcs, electromcs, ac~
counting, liberal studies ot o D 300
_ Third.year o e B SRt
Analogue computing I RS ' :
Practicals . 40
Programming languages IL - (s 201
Practicals : i o :
Logical design 1
Practicals
Computational mathematxcs, statistics, management and
liberal studies Gl 2800
Fourth year - : :
Information transmission : S 300
Complete systems ¢ ; Lo 4500
Analogue computing 11 (pract:cais) ‘ D45
Theory of automata and systemis programmmg 60
Practicals o ; :
Either; g
Logical design of computers IL - *

or Digital computer applications I (Integrated data pro-

<essing)
or-Digital computer apphcatzons I (S.mulauon)

57 Digital - computer - applications IH (Informahon :

storage and retrieval) 4
Practicals 45
Liberal studies : . .

Project - ‘ : ' 180 !

Hatficld College ot Technology

;E Department of Mathematics, Hatfield College of Tech-

nology, College Lane, Hatficld, Herts
2 B.Sc (Ordinary) in computer science

3 GCE § subjects, including 2 at ‘A’ level, one of whzch must
be mathematics, or. OND or ONC in science, engmeermg :
or business studies with a mark of af least 60 per ccnt. in

P mathematics

4 4 years, including 2 6 months du‘triai training periods

5 Suifable for school icavers who mtend to take up computmg

nE a career ,*
[ ;:a.s()it 803

V

o

i
% L ) ST
A : i , : .

© Computational

.. Computer applications and programming languages I 20

- Project ey

. programming

757 (1966/67) (Conunon with honours degrce in first year) :
First year {Common with honours degree)

Digital compuier pro"ramming 60
Practicals : 120
Electronic data processmg I 30
Practicals 30
Computational mathematics, statistics, eicctromcs, and
Jiberal studies, lectures and practicals - ; 450
Second year :
i Computer apphcat:ons and programmmg Ianguages I 30
" Practicals 50
_Elcctronic data processmg Ii : 40
¢+ Practicals : 40

mathematics,  statistics, —accounting,

+ liberal studies 260

Third year
Analogue computing I 20
40

Practicals

i+ Practicals : 60
“: Logical design : o S0
Practicals : 30
.Computational matm’,mancs, managenient and liveral
studies o iS50
Fourth year
Information transmission 30
Complete systems i : : 45
Analogue computing II (prachcals) ; 30
Integrated data processing S e 2600
¢ Practicals o : L 60
; Eil/lc’f’.’ s : «
o Systems progranuming
or Simulation
or Information storage anci remevai 45
Practicals 45
Liberal studies 60
180

Heriot-Watt Univefsity

" 1 Department of Mathematics, Heriot-Watt University,

Chambers Street, Edinburgh
2 B.Sc (Hons) in computer science

© 3 Scottish Certificate of Education mciudmg phys;cs and

“mathematics - or GCE with® ‘A’ levels in physics and
mathematics

4 4 years — full-time

5 Suitable for school leavers who intend to take up computing
as a carcer, Emphasis on scientific and mthematzc&i

applications
6 ICT Sirius : i
7 Course commenced in October 1966
8 ©
First year . o
Pure mathematics Ll 180
Applied mathematics - 90
Chemistry . ) : 15G
Physics 210
Second year
"Pure mathematics = EEEEE 180

Algonthms, compuler. s, computer oz‘gamzatxon and
: 180
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Jumerical analysis , . L 60
cobability and statistics co ; 60
Jumanitics subject 60
hird year : :

are mathematics : ‘120

fumerical analysis 1L ’ 120
aformation structures, computer and programmmg
systems 90

-ombinatorics and graph theory s 60
sinciples of analogue computation i <60
sccial-physics course 3 ST 60
umanmcs subject : S 60
conrth year ’ SRl

sathematical techniques of science and engmcermg 100

A special topic to be chosen from:

Advanced analogue and hybrid computation =~ -0 60
Commcrcxal data proccssmg e 60
 Constructive logic and theory of automata 60

Systems sinulations : S 60
rormal languages. = ° : ‘ 60

niversity of Lancaster (
Departifient of Mathematics, University of Lancaster
B.A ’

standard

3 years

The general aim of the course is to produce mathematic:ans
who have both a substantial grounding in the theoretical

computer science, etc.

6 Until January 1967:1BM 1620 thh dlSC

§ From December 1966: ICT 1909

7 Next term: 3rd year: 7y 2nd year: 14, 1Ist year (mcludmg
_ students majoring in other subjects): iSO

¥

3 ‘ . LW »

First year. [ aay
ntroduction to computmg . o 10
Practicals i e 10
Second year .

“lementary theory of computatxon, machine codes, Iegxc

lesign L0300
niroduction to some speczal—purposc 1anguages w

Numerical analysis : : 300
hird year . ‘ - :
,ommicrs V 010

P laniguages, oni- -line and other applications i5.
Nurerical analysis : . 20

Jniversity of Leeds
Computing Laboratory, Unxvcr51ty of Leeds, Leeds 2

.B.Sc (Combined Honours) in computational science and = -

mathematics or computational science and physics :
Good passes in 3 subjects at the advanced level of the GCE

of which mathematics (pure and apphed) must be mcluded

3 years miiaume :

UNE 1967

amicrical analysis 111 SE 125
Algorithmic languages and compilers s 75
1ozical design and switching theory Db s

Mathematical optimization techniques )

Heuristic programming 60

Usually 3 ‘A’ levels, including mathematics, at about ‘B’

aspect of 'the “subject and some knowledge of modern
applications, such as statistics, OR,, numérical analysis,

5 Suitable for undergraduates who' wish to take a broadly
bascd Hionours degree. About 75 per cent. of the timeis

- divided equally between the two principal subjects and (i he
remainder o the subsidiary subject (mathematics in the,

case of the computational science/physics ‘combination)

6 XKDF 9, Elliott 903 and some analogue facilitics

T 40 (1967/68)

8

First year

Six hours per week devoted to ALGOL programming, com-

puting systems, numericai analysis, algebra and practical and

seminar classes. e

Sccond year

Six hours per week devoted to mformatlon processing, theory

of programiming languages, operational rescarch, numerical

analysis and practical and-seminar classes, -

“ Third year

Six hours per week devoted to mathematical models, opera-
tional research, numerical analysis and a special topic together
with practical and seminar classes.

‘University of Leeds
i Computmg Laboratory, University of Leeds, Lecds 2

-2 Honours B.A of B.Sc in mathematics (alternative scheme

of study)

3 Good passes in mathematics, including pure and applied,

either as 1 subject or 2 subjects at ‘A’ level

4 3 or 4 years full-time, depending on the standard at entry

5 Suitable for undergraduates who wish to specialize in the
final" honours yeat in: computational mathematics and
mathematical  statistics. Undergraduates register initially.
for-the B.A or B.Sc in mathematics and decide during the
course on:the scheme: of study for the final year

"6 KDF9, Elliott 903 and some analogue facilities
7 Available from October, 1967 with a maximum of 25

students for the first year
8 11 hours per week plus practical and seminar classes, Two
hours per week is spent on basic courses in.each of com-
putational mathematics, mathematical statistics and mathe-
anatical methods:: The remaining five' hours per week. are

devoted to optional courses in some or all of these topics.

Leicester Reglonal College of Technology

1> Department of Mathematics, Computing and Statistics,
Leicester Regional College of Technology, The Newarke,
Leicester

2 B.S¢ in computer science

3 GCE in 5 subjects including 2 at ‘A’ level one of which
must be mathematics and including physics at ‘O’ level;
or good ONC -~

‘4 4 years including 2 6 months’ indusirial training periods

5 Suitable for school leavers who intend to take up ccmputx g
as a career

6. Honeywell 200

7 24 (estimate)

8

First year : o

Programming fundamemafs s 96
Mathematics B R 96
Physics and electronics 96

Numerical analysis = .~ - &4

[



_ Dala pmccssma

 during these years) -
| Programming fundamentals : - : 99

* Mathematics : S
hysics-and clectronics Lo : LL6G
~uunierical analysis e = 66
 Statistics -+ operational research — © Ssts
. Daa processing SR 66
" Tutorials, cte. ot L 264
_ Fourth year : . :
. Advanced systenis programmm« - : 960
' Information processing mcory G4
© Lists; heuristic programmmg - artificial mteihgence 64
Project . 192
. Tutorials, etc, : o 320.:

Unx»crs;ty of Liverpool

University of Liverpool, Liverpool 3
2 BSe :
3 3°A’ levels

4 3or possxbly 4 years

‘ 5 The course is designed to- give ‘scientists {mainly mathc-

matjcians and physxcxsts) a knowledge of computational
and statistical science
. 6 KDF9 computer
. 7 20 (1966/67)

.

8 The course below will usually form about 40 per cents of the

_ student’ ’s load in his second year.

Statistics . B 100
Numerical analysis L v . 60
Automatic computation ' e 80

University of Liverpool

1 The Departnient of Computational and Statxstzcal Scmnce,
Umvcrsny of Liverpool, Lwerpooi 3 :
2 B.Sc in science with honours m mathematics
3.3 A levels !
4.3 or possxbly 4 ycars
5 Gives a main training in mathemaﬁxcs “wxm sabsxdsary
physics :
.6 KDF9 computer :
. 738 honours mathematics students, Up to 25 taking the
options below (1965/6) .

8 :
Numerical analysis 40
Mathematics of operations research - : 4G
Approximation theory 40
Automatic computation : 40

. In the final year of the degree, jstudents must tak ke 6 courscs.

from a total of about 12, The choice mcludes the above.

University of London Birkbeck College

{ Department of Computer Science, erkbeck CoHege, Maiet

Street, London, WC1
2 BSc
3 3 A levels
4 3 ycars part-time

H

5 A degree in mathematical scienices w:th a substantial

computer science content, may be taken part-nme
G Adlas, 1ICT }40{) : .

36 .

G4
_Tulorials, laboratory classes < liberal studies 2880
Socond year - third -year (Indusmal training takes phc«,'

66

‘T he Department of Computational and Statistical Scxence,l

7 30 taking all options; a larger number will take the earlier

courses’
§ Under the new scicnce degree structure, students can choose
a widervaricty of courscs {rom various subjects provided the:
{otal number of courscs add up to about 800 lcctures, The
choice includes the following:

Commucr science 1 (& basic course including clementary

progranining 80
Computer science: 2 (more advanccd programming
techniques) 80

Numerical amalysis { (introduction to numerical methods) 80

", Numerical analysis 2 (more advanced nunierical methods
" in lincar algebra and partial differential equations) 80

. University of London: Queen Mary College
1 Department of Mathematics, Queen Mary College, Mile

End Road, London, EL
2 B.Sc

L3 2°A levels

4 3-years

: 5 Suitable for school leavers who wish to get an all-round

mathematics degree specializing in their third year in
" computer science, stat;‘sucs, pure mathematics, or applied
mathematics

6 ICT 1905E and on-line data link to the London Atlas

=7 60 (1967/68), 60 (1968/69)

-8

First year

{ntroduction to computer science 2 : 40

Statistics, pure-and applied mathematics . 240

Second year

Numerical methods 40

Basic computer science . 80
« Selection from statistics, pure and applied mathemaucs 160

Third year

More advanced topics in computer science 120

Nunierical analysis: 40

A selectxon from statistics, pure and applied mathcmatxcs 80

" University of Manchester
*1. Department of Comiputer Science, The Umversxty, Man-

chester 13

.22 B.Sc (Hons) in computer science
‘33 A’ levels including mathematics and physics

4. 3-year course

"5 Emphasis on computer engineering, advanced programming

and computer systems

- 6 Manchester Atlas ,

-8

7 Intake = 40

First year :

Systems logical design ! 60

Numerical analysis:and programming 30

Programiming practical 120

Mathematics and physxcs lectures, pxacnca}s and utorials 400
. ‘Second year

Meémory systems and basic computer circuiis 60"

Semiconductor electronics 90

Electronics Iaboratory : 150

MNumerical analysis 0 e &0

- Programming 0 fz : 60

. Programming practical .- . 120

" THE COMPUTER BULLETIN



;)hcaizons
éathcmwtzcs fectures and futorials
Third year
ﬁgysacms progmmmmg

_Appiications .
1 arge scale systems design 3
5 out of the following: )

s

,; omptm.r circuits and advanced devices 95
Control electronics and circuit theory 90
matical methods S0

Nurerical analysis 50
4 afternoons a week for 24 weeks

University of Neweastle upon Tyne

1 Computing Laboratory, 1-3 Kensington Terracc, Newcastle
upon Tyie 2

1.Sc in computing science

3 *A’ levels (including mathematics)

years

phasis on numerical and non-numerical applications of
miputers, programming and appropriate miathematical

i

Zﬁitia%%i 12 < increasing from 1968/69

1tical statistics; operations research, Iogxcai and systems

siversity of Newceastle upon. Tyne

amputmg Laboratory, 1-3 Kensington Terrace, Newcasﬂ’e
upon Tyne 2 :
B.Sc general degree with honours
! ievels' (including mathematics) ' ¥
years :
Automatic compmmg forms one quarter of the course, Thg
remainder of the course can be pure mathematics and either
applied  mathematics- and statistics, or: anotheér science
_ subject such as physics,

DE9; IBM 360/67
60 :
About 100 hours of lectures and 100 hours of class prac-
icals spread over two years on: programming; numerical
nalysis; combinatorial and non-numerical problems.

iversity of Reading’

'Computer Unit, University of Readmg, Reading, Berks

- B.5c (Hons) .

A -level in pure mathematzcs, ‘applied mathematics and
(normal 1y) one other subject
¢ 3 years

‘ lcads to a three-subject honours degree in pure mathe-
matxcs, apphcd mathematics, and computer science. (For
the first six. months. of the course the student. must read
another subject, e.g. physics, in place of computer science)

3

8
" Pure mathematics

Computcr science:

merical anaIysxs data handimg, systerds analysxs mathe- :

. data transmission and control theory, data procéssing

6 EHiott 4130 with magnetic tapes {as from August 1967)
T 20=40 cacli year

280
Applicd mathematics (including statistics and numcrical
analysis) ; :

One other sub;ect (first'year oniy)

280
80
200

Programming languages
Programming techniques
Compilers '
Logical designit of computers
Supervisor and test programs

Numerical and non-numerical data processmg
Other applications of computers

. Staffordshire College of Technology

1 Departmient - of Scicncé, Mathematics “and - Computing, .
Staffordshire College of Technology; Beaconside, Stafford
. 2-B.Sc in computing sci¢nce
3 Any 2 GCE ‘A’ subjects; 3 other GCE ‘O’ subjects
4 4 years, the third year is industrial training
5 Suitable for school leavers who intend to take tip computing
as a career. Supported by the mearby English-Electric
. computer firm
6 Deuce in the college: Access to EELM bureau mac‘nnes at
Kidsgrove
7 11.(1965/66), 60:(1966/67)

8
First year
Computer systems and logic - - ‘ ; 96
Information theory and systems 57
Theory and principles of programming i . 57
Applications pro"rammmg : 64
. Mathematics, basic scxence, economnics, statxst;cs, liberal
studies - o o548
Second year :
Computer systems S 69
Information systems 246
. Theory and principles of programxmng : Ea 169
Applications programming . 92
- ‘Mathematics, statistics, nberal siudxes, economics 250
[ Third year:
Industrial period
. Fourth year ; ;
Computer systems ) 44
“Information systems 88
Theory and principles of programming , o 88
" Either: Simulation theory ‘
or Statistics
or Mathematical programming
or Non-numeric applications : 132
Mathematics, liberal studies : 226
Project 264

Thrce options from the following:
Calculus *of ‘variations; artificial intelligence, linear ’
* algebra, optimization techniques, hybrid computers,

it business problesiis, operational rescarch, dificrential
equations, machine tool coritrol by computer. 132

Ly




‘Lmncrsxiy of 5t Andrews

i ’\‘iaihutnucs

sity of St Andrews, St Andrews, Fiic R

2 BScin computational science

3 2'Allevels mcludmg mathematics. At least T other 'O’ lcvcl
in physics if this has not-been passed at *A level:

4 4 years honours, 3 years ordinary

5 Tirst ycar coursc at general level

_ gecond year course at special level

_Third and fourth years at honours evel

& 1BM 1620 Model 2, with discs, printer and digital pxottex
1 7 Course starts 1966/67 No spcc;al restrictions on numbers

&
First year . ’
Electricity and magnetism o o 18

and applicd mathematics,
cond year

Third year and fourtli year
Commencing in October 1968, Honours level for candidates
who have attended first and second years.

Wolverhampton and Staffordshire College of Technology
Department of Mathematics and Physics, Wolverhampton
_and Staffordshire College-of Technology, Wulfruna Street,
_ Wolverhampton :
“B.Sc honours in computer science

 GCE 3§ subjects, 2 at least at ‘A’ level, mcludmg mathe-

qualification
: 4 years, including 3 6 months’ industrial trammg permds _

a8 & career
BM 1620, Redifon 10/20 analogae computer ‘V
32 (1965/66)

st year .

*rogramniing principles : 64
 Dumerical analysis - S 64
LCommercial procedure and applications: S 128

Maihematics, statistics, physxcs, liberal studies <+ . 432
econd year i
‘topramming principles . i ' S 44
Numerical analysis : Lo e
ither: R :

Commercial procedure and applications <o 88

or Analogue computing L 44

_ Physics o Sresno A4
ICUlt theory, electronics, computer engineering 66
uhcmdncs statistics, hberax studxes Gl 253

?w%rammmg principles’ L ; o 104 -

Physics and ComputwY Laboratory, Umvu'- .

Slatistics 40
Electronics ' 18
Computer apphcatxons : 2

Candidates must also attend ﬁrst year courses in mathematics '

Numierical analysis’ R ‘. : Bt

oolean algebra and logical design D 18
S(atistics and operational research - : 18-
Programming. languages : ; : 18
Data processing RS . 18
Switching design 12

_ maatics, physics or chemistry; good ONC; or ‘equivalent

Suitable for school leavers who intend to fake up computmg :

Analogue computing T 48T

A o L i iAo S

Liﬁcrai studies : 52

> Either: .
: Commereial procedure and applications 260
Statistics and operational'research - " 156
or Statistics and operational research - 156
Wumerical analysis . 52
Pure mathematics 78
" Scientific applications : 156
or Electrical engineering [RERE E 104
- Applicd electronics : 104
Computer engineering 104
Information theory and terminal e»,u:pment St

Production processes . 52

Fourth year S
Programming principles and computer studies. 156
Project 156
Liberal studies : 52

< Eithers -

: Commercial procedure and applications 104
or Numerical analysis 104
or Advanced electronics and line communication

Design theory . 156

HIGHER DEGRE SES

Umvcrsxiy of Bradford

1 Coniputing Laboratory, The Umversxty of Bradford,
Bradford 7

2 M.Sc computer science

"3 Basically a diploma of technology ‘or bachelor degree with

honours in - mathematics, -~ statistics,  physics,. chemical
éngineering; ¢ivil engineering, mechanical engincering -

4 1 calendar year :

5 To provide postgraduate training in computers and ap-
plications. Particular reference to process control and
analogue and hybrid techniques is a feature of the course

6 Stantec computer, ICT 1909 computer, Emiac: analovue
computer

T 6~ 12 per annum
8

History and evolution of computers and computing
techniques 5
Theory and logic of computaimn : a : 30
Computer software .70 I e 100
" Numerical analysis TR 100
Computer hardware S 50
Analogue and hybrid systems g o : 100
Applications of computers : 56
’ L 450
-Plus tutorials R S S e : 50
: 5CO
Project . 136
8650

16 hour/week for 40 weeks

University of Cambridge

-1. Mathematical® Laboratory, Corn Exchange Street, Cam-

bridge

¢ 2 Diploma in computer science

3 A good honours degree in'a scientific subject

THE COMPUTER BULLETIN




9 months full-time

cuitable for graduates intending to take up research and
cvelopment in the computer industy or Universiiies
Titan and PDP.7

20 ‘
irst terin
omputer design, programming, software, numerical
pﬁi’ybis * ) E 40
wcond and third term

ither: Ll ) ) )
~ Symbol manipulation, compilers, © operating
~ systems, programuning languages, list processing . 40
or Numecrical: methods = for partial  differential
equations, - numerical . 'methods . for  matrices,
advanced  finite dlﬂercnoe theory, orthogonal
polynomials
or The design of computer systems, Iogxc design,
error-correcting codes, refevant topics in mathe-
_ nfatical logic, linear programming
isseriation

 University

.
X

ture course.-of " 2 years 4+ a dxssertatxon submltted

The course is dcsxgneci for postgraduate students who wish
specialize in'the application of computers to technical
oblems, and in the logic design of computer systems
luding both hardware and basic software. i
T 1905, Elliott G-PAC analogue computer which will be
laced by EAL 690/hybrid computer from’ September

esent intake 6 per year -

ar ;
rical analysis . ! :

car aigebra e 30
ory of approximation e (R e 1S

inary differential equations T 28,
computing | ‘ AN
roblem oriented languages WEI T ]

ical design of computer systems. 0200
logue-hybrid computing : R R

Sasic analogue techniques R e 10
arallel hybrid computers o Sl gs
\ ! - 10
25
: : S 15
mization techniques o ©30

L computing : i e
ry of programming Sl : 45
numerical applications . .o . - 15
ge computer systeras .o oo 0

aximum of 3 years, part- -time, 1 day per week. (The

3 Analoguc-hybrid computing

Full hybrid systems e 35
Advanced analogue techniques 10
Error analysis, stability and opumamhon 10
Field problems 5
Sampled data systems and random processes 5
Discrete simulation 5

" Cranficld, The College of Acronautics

1 Department of Mathematics, The College of Acronautics,
Cranfield, Bedford

2 Diploma in the appazcatlm of computers 1o techinological
problems

3 A good honours degree or cwm.wm pxofcssxoml qu:\h-
fication

41 year full-time -

5 Main emphasis is on the use of computers in engincering.
Suitable for engincers, semor programmers, systems analysts
and system desiguners

6 ICT 1905. Applied Dynamics AD256 xteratxve analogue
7 Reéstricted to 10 in 1967/68

8

Numerical analysis : T 30
Programming languages s 30
Logicaland circuit design *. Sl 30
Digital and analogue computers: . i ' 30
A problem orientated language . - s 30

A technological specialization
A computer project
A dissertation

- Cranfield, The College of Aeronautics

1 Departiment of Mathematics, The College of Aeronautics, -
Cranfield; Bedford

2 Diploma in the apphcatxo*x of computers to busmess and
management problems

3 A good honours degree or eqmvalcnt professional quali-
fication

4 1 year full-time

5 Main emphasis is on the use of computers in management,
Suitable for. senior programimiers, Systeéms analysts and
designers

6 ICT 1905. Applied Dynamxcs AD256 xtemﬁwe analogu

7 Restricted to 10 in 1967/68

'8
Numierical methods L 30
Programiming languages S 30
Probability and statistics i 30
Business and management systems : 30
* A problem orientated language 30

- A business or management specialization

A computer project

- & disseriation

University of Edinburgh

1 Department of -Machine: Intelligence “and Perception,
University  of Edinburgh, Hope Park Square, Meadow
Lane, Edinburgh 8

2 Diploma in machine mteﬁxgence and perceptzon

3 Honours degree
4 l'year fuh»;xme



5 To collect together into onc cohierent course, those parts of
ttose subjects which seent {o be relevant for those who wish
to do rescarch in the arca of machine intelligence and
perception studics, : £ :
& NRC Eliiott 4160

P8

7
Principles of progmmmin“ it ALGOL 60~ [
“ Principles of progmmmmg in POP-2 : 10
Theory of programming : 18
Sof twarce and operating systems 14
Elementary  statistics, probability and classxﬁcauon e
mcthods S d
Information theory and applications ; “ S
Combinatorics and graph theory ‘ : o100
Scquential decision-taking and trial-and-error learning ‘5
Heuristic problem-solving ; 10
Thcorcm-provmw and fact retrieval programs S 10
Patiern recognition : RN
Gamc-pmynw and game-learning aufomata o et
Graphz»al dxsplay techniques 10

The processing of visual information: by brains and
macnmcs

_ Glasgow University : S

1 Compmmg Department, Glas"ow Umvemty, Glasgow W2

2 Dxpioma in computing science

3 Degree: with mathematics and baszc computmg, and

: A dissertation must be written during the sumumer,

numerical analysis
4 One academic year - full-time .
- 5 Suitable for graduatcs wishing to take a course in computer
programming or in computer systems
6 English-Electric-Leo-Marconi KDF9 computer
7 Present (1966/67) 15-20
8

¥

 Auatomalic computing

Basic machine language; syntax and semantics of com-

_ puter language; data structures; comp;lers files and file - -
handling:

and either S R
Numerical analysis * 60
_Latent roots and vectors; ordinary and partial dxﬁ'erentzai-
equations; linear programmmg and other methods of
optimization,

or.

Conipuler systems ) ' 60

Computer design and construction; operating systems;’
systenmi ‘hardware; compxier writing; system programming,

Examination: -,
Two writtert and one practical paper. In addition candidates
submit a dissertation and are examined orally.

University of Leeds
& Computing Laboratory, University of Leeds, Leeds 2
2 M.5c by ¢xamination in electronic computation
3 Good honours degree in maihematxcs or in’ a pure or
applicd science
4 | calendar year full-time
5 Suitable for graduates who wish to receive a broadiy baseé

2

_lraining in-computing  sysierss; programming and ap< -

plications -
6 KDF9, Ellioft 903 and some analogue facmties

“Basic nuinerical analysis

““statistics; operational research,

60

7 About 15 students

5

Led

KIDES syster
Computing systems

nvand nrogramming 36
' 30
Data processing techniques : P Vi
Plus 30 lectures sclected from short courses in comiputational
numerical analysis, logical
desigit and symbol manipulation,

: Plus seminars, tutorials and practical work.

The last 30 per cent. of the course is devoted to project work,
which is written up as a short digsertation;

Unlversity of Liverposl
i

Department of Computahonal and’ Statistical  Science,.
University of Liverpool, Liverpool 3

2. M.Sc¢ in numerical analysis and electronic computiation

3-A good first degree in mathematics or science

4 1 calendar year

5 Main emphasis is on the use of computers. Suua‘o‘e for
gradudtes intending {6 take up research and development
in the computer industry and umvcrsxtxes

-6 KXDF9 computer
. T6 (1965/66) .
8

© Numerical analysis 100+
Operations research . 60
» Electronic computation 8¢

~“University of London: Birkbeck Colleg
“+ 1 Department of Computer Science, erkbcck Colleve, Malet

Street, London,; WC1

2. Mi.Sc in computer. science

3 A good first degree -

4 2 years, part-time evening. (Or 1 year full-time)

5 Suitable, for graduates intending to fake up research and
development: in the computer industry or universities, for

. lecturers at colleges of technology hoping to specialize irc

comiputer science, and so on

<6 Atlas
T35

8
Basic corputer science 40

Two of the following:
Design: of - programming - systems; theory  of com=
putation, . automata - and algorithmic:. languages;
numerical methods; numerical analysis; mathematical
optimization; computer methods in operational re-
scarch; information processing and statistical methods 80

Project. 3

University of London: Imperial College

1 Ceitre for Computing and Automation, Imperial Colicge;
Royal School of Mines Building, Prince Consort Xoad,
London, SW7 B

2 Diploma of Imperial College

3 A good first degree

"4 1calendar year- -

5 Suitable for gradualcs intending to take up rescarch and
development in the computer industry or universities
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silas; IBM 7094

stroduction to FORTRAN programiming ' 10
,gmi computer organuahon and design ; 10
fachinc code programming 15
rosramming languages 70

roduction to.mathematical methods in computing 20
Data structures and processing 15
k ckcuon of about 60 lectures from the foﬂowmg :

Business and industrial applications : 20
‘Camputma systems L a0
Formal languages and compilers 1S
4 cebraic machine and language theory : 10
| Advanced numerical methods : 20
Data processing in the humanities g S
(Graphical data processing. g 5
Computer logic and circuits 20
Automatic learning and pattern recogunition, heuristic

__niethods of problem solving : 10
Simulagion theory i 10

cersity of London: Institute of Computer-Sciencé

stitute of Computer Science, 44 Gordon Square, London,
Cl

M .Sc in computer science :
A good first degree (normally first or second class honours)
1 calendar year :

evelopmcnt in the computer industry or universities; or to
teach computer science in technical colleges or elsewhere
Atlas

full-time; 15 part-hme

computer science ) : 40
ot the following: :

sign - of programming systems; theory of coms-
tation, automata and algorithmic languages; numeri-
_micthods; numerical analysis; mathematical op-
iization; computer methods in operational research;
ormation processing and statistical methiods 80

ddition to attending the lecture courses students will spend

ject. This must be written up for submission to the‘
mmers and may also include practical work, -

ﬁivérsiiy of Manchester: Institute of Science and Technology
Department of Mathematics (Comiputation), University of

Box 88, Sackville Street, Manchester 1

2 M.Sc in automatic computation

A good first degree in science or engineering
_months {ull-time

Suitable for scientists and engincers mterested in the
appiication of digital computers

o Umvers;ty of Manchester ATLAS computer, Elhott 803
Lerranti ARGUS

At § per annum

“Uminary numerical analysis 0 24

Suitable for graduatcs intending to take up research and

onsiderable nuniber “of hours: on tutorials and practicai :

Manchester, Institute of Science and Technology, PO

© mathematics S 48

Statistics L 24

Approximation and representation . 24
Ordinary differential cqu“txons : : 24
Numerical lincar algebra o 12
Partial differential equations 24
Non-lincar problems . 16
Programming in Atlas Autocode N : 10

Practical work and tutorials

If required for course work:
Programming for the Elliott 803 computer
Programming for the Argus

Examination in May followed by project work for dissertation

3

University of Neweastle upon Tyac -
1 Computing L'moratory, 1-3 i(cnsmgton Terrace, Ncwcastle
;upon Tyne 2
2 M.Sc in numicrical analysis and automatic computing
3A good honours degree in & scientific suq,ect cnsurmg an.:
- adequate knowledge of mathematics
.4 12 months full-time

5 Suitable for graduates intending to take up rescarch and

- development . in* computer apphcatxons it industry or
universities

& KDF9; IBM 360/67

7 About 7 per annum

8 i

Lectures on: :
Programming; numerical analysis; operational research;
logical design; non-numerical apphcatxons 200

©. Extensive practical work
.- A dissertation

University of T'cwciasﬁe upon Tyne
1 Computing Laboratory, 1-3 Kensington Terrace, Newcastle
upon Tyne 2 .
-2 Diploma in numerical analysis and automatic computing

- 37A degree in a scientific subject guaranteemg an adequate

standard in maihematxcs

"4 9 months full-time

5 Suitable for graduates intending to apply computers. in
industry and commerce

- 6 KDF9; IBM 360/67

7.8 - 10 per annum
8

TLectures on:
Programming; numerical analysis; operational research;
logical design; non-numerical applications 200
Extensive practical work

University of Neweastie upon Tyne

1 Computing Laboratory, 1-3 T(ensmg‘on Terrace, ‘\Eewcas
upon Tyne 2

Z Diploma in data processing in busmess administration

3 A good degree or, cxceptzonaiiy, eqmvalent qualifications

4 9 months full-time

5 ‘Suitable for those intending to appiy computers in industry
oOr comimerce

6 KDF9; IBM 360/67 ' oy

74 = & per annum

41




8
" Lectures on;

: ;\ccountmg,
economics and ,
Programming; systems design; computing equipment; 100
operations rescarch; case studies of commercial ap- -
plications; non-numerical problems. :

Extensive practical work.

business - administration;

Unncrsxty of Nottmﬂh‘.m

i" Cripps Computing Centre and Depariment of Matncmaucs, §
“ 41 calendar year

University Park, Nottingham
2 M.Sc
3 Good degree: .
41 year, or 2 years part-time . -

5 Computing fornis one option, Studems choose two. Other

half can be statistics, mathematical logic, or mathematical
methods : N ,
6 KDF9 P
70
8
Mathematical logic
ALGOL programming
Nusmierical analysis
Non-numeric applications
Sonte tompiler writing techniques
Advanced projects organized by the Cripps computing cemre.

Queen's University of Belfast
1 Department. of Computer Scmnce, Queens Umversxty,
Belfast 7

2 Diploma in numer;cal mathematics and computmg science

3 Pass degree

5

4 10 months -
5 Produce technical staff for research and deveiopment in
computing . b
6 ICT 1905 Gl
710 S
i 8 : " :
Design and structure of computers e e (o)
Machine coding, assembler, I/O systems, efCy i 10
Higher level kmffuages 20
_ Basic programming Lo : 30
Numerical mathematics : 40
: i2

* Statistics

Qucen’s University of Belfast

I Department of Computer Science . and Applied Mathe-

rvatics; Queen’s University, Belfast 7. :
2° M.S¢ in humerical mathematics and computing science’
3-Good honours degree : :
41 year
5 For persons intending to do research and/or development
il computing. Prerequisite for Ph D program :
6 1CT 1905 S

’

79

8 B ” )
Design.and structure of computers L e
Machine coding, assembler; 1/0 systems, etc, - = .10
Higher level Ianguagcs . 20

Basic programming

’mzsiness 50

Numerical mathematics 40

Statistics iz
Advanced pmgrammmg, itsi structures, eic, : 15
Special topics-in numérical analysis : i5
et

; "id

Advanced statistics

University of St Androws

"I Computing * Laboratory,
St Andrews, Fife

2 M.Sc in rion-numerical applications of computer science

'3 A good first degree in any Faculty

University  of . St~ Andrews,

5 Suitable for graduates. of any Faculty with no. previous
knowledge of computer scxence. Degree awarded on comcnt

~ of dissertation
6 IBM 1620 Model 2, with discs, printer and digital piotter

- 7 Present 4, future 15

8
Lirst term : v

* Languages, introduction of systems, algorithms, non- -

- numerical applications 50
Second term ;
List processing, compxlers, deﬁmtion of a language - 40

Third term .

Finite state machmes, more non~numerzca! apphcanons 20
Fourth term - : .
No formal Iectures. L
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Specimen courses

Within the wide range of standards from ancillary first year
undergraduate: to. specialized postgraduate given here, two
distinct approaches will be discerned reflecting the ‘binary’
wrend in higher education in the United Kingdom: universi«
tics which tend to be theoretical, and colleges of technology

which tend to be practical.

Introduction to Computer Science
Summary:- Concept. of a computer;. simple programming;

WORKING PARTY 7

Defailed suggestions for courses are given which
it is hoped will help and stimulate the establish-
ment of computer science education at universi-

. tiés and colleges. Some of these courses would

be suitable for undergraduates, mhers for post-
graduates or both.

f‘égﬂ@ @@mmﬁ @i‘ﬂ cience

logic operations; flowcharts; mathematical and systems fiow="

charts: - Operating - systems; . program:. testing.. Instruction
modification storage in arrays; economic program strategy;
documientation. -Non-numeric. problems; character codes;
- sorting.processes. Peripherals; input and output; validity of

data. Subroutines; procedures; further program- festing;
operating systems for production: work. Description of ‘a -

problem-oriented language (e.g. ALGOL, FORTRAN, PL 1),
emphasizing local restrictions and its basic inefliciencies.

Time required and pre-requisites; The course should consist”

of 20° to 40 hours of which at least 50 per cent. should be
spent in:2=3 hour practical lessons. For the first half of the
‘course, at least, the practical work should be geared to an
immediate - turnround program  testing system. Initially,
studerits: shiould prepare their own data and programs. The
course is suitable for all types of student and if it is to form an
integraied: part of a course of studies it should be started
during the first term and initially with a commitment of

6 hours per week.

Detailed syllabus: Imroducnon to a programming language
and the computer, The two facets should be integrated by
allowing the student to write simple programs: which de-
monistrate: basic input and output facilities: -arithmetical
operations; storage and-program coutrol. The langtiage used
< should. be asimiple teaching language and wot languages like
. FORTRAN and ALGOL. If it is necessary to use such
Janguages then a suitable siuple subset should be used which
should have a separate compiler with its own diagnostics and
© tesuing faciiities. The language should be introduced slowly
and initaily firm restrictions ‘adopted on input and output.

‘Usc of flowcharts. Description of mathematical and systems

problems with flowcharts, ‘Use of British Standard symbcis.

A description of the local operating system for running test

programs. The data flow. through the /oeal computer systen,
Extension of language to incorporate insituction modification.

Uscof arrays for data storage. Considerations of economy of

JUNE i967 %

- Non-numerical problems;

stérage and program instruction contrasted with programming
effort. Full program documentation, This should be along the

foll owing lines:

1 Tite

- 2 Index

3 Deseription of program

' 4 Method of use~-detailed spccxﬁcmon of data pre-

paration, operating instructions, results format and error
procedures

5 Mathematical and procedural analysis

6 Flowcharis

7 Program
8 Tests — detailed justification for tests performed and the

data used with subscquent results X
descriptions. of - codes,  binary
numbers and character operations; logic operations; sorting-
methods. Description and; use of peripherals, e.g. magnetic
tapes, magnetic discs; graph - plotters; cte, if they can. be
assessed by your teaching language. Design of output and
input formats; consideration of data errors; validity checks.

. Use of subroutines, ‘procedures and “more sophisticated
““program testing facilities. Description of operating procedures

in use locally for the running of production programs.
“Description of a problemi-oriented language (e.g. ALGOL;

FORTRAN, PL1), emphasizing local restrictions and ns
“basic inefficiencies.

References:
British Standards 3527, Vocabulmy 1962
Britisli Standards 4058. Flowcharts. 1966
Gruenberger F. and Jaffray G. Problems Sor Computer Solution,

Wiley, 1965
Marchant and Pegg. Digital Compulers-—A Practical Approach.

Blackie, 1967
Nicol. Elenientary Programming and Algol, McGraw-Hill, 1965

Basic Computer Programming -

Summary:. Use of language. like. FORTRAN or ALGOL.

Operating systems. Prograny documentation. Progrant testing,
Use of peripherals. Use of language like COBOL. Operating
systems, Documientation. Program testing, Data validity. Use
of peripherals.. Data structure, codes; standards.: Data pro-
cessing..Use: of an asscmbly hngmgc Opcrating. systems.
Progmm testing. Construction- of -subroutines: and macros.
Usc'in indirect addressing and relocatable programs. Opera-
tion of peripherals, The techniques used in the construction of

- asscniblers, compilers and interpreters.

4
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Fime vequired and pre-requisites: “The course should consist of
Abaut 200 hours ofwhich at'east 70-percent, should be spent
15223 hour practical scssions. When a new faiiguage is being
studicd the practical classes should involve mmediate turn-
round. of test programs and. facilitics for the students' io

prepare theéir own test programs and corrections. Oncassumes .

(hat the students have all-had-an introductory. course which

has familiarized them with the basic features of the computer -

and computer programming. The course should be taken over
a single academic year. .

Detailed syllabis: The students will learn in detail three pro-

gramming languages in succession: First they will-learn and
usc a Janguage like ALGOL or FORTRAN, thena language
like COBOL: and finally an assembly language (possibly only
a subset of the local computer’s assembly. language). During

through the focal computer and become familiar with: its
operational system.- All programs they ‘write will be fully

lines:
1 Titie and description of the program
2 Index :
5 3 Method of use
-t 4) Data preparation (including validity checks)
b) Operating instructions .
+ . ¢) Description of output format
dy Error procedures and restart techniques
4 Mathematical analysis
i'5 Procedural analysis v
6 Flowchartts (overall and detailed where necessary)

+ 7. Program

© 8 Tests (a detailed description of the tests- with a justifi=
cation for cach one together with its data and results).

#

They will make full use of all test facilities and become familiar -
with diagnostic routines and systems documentation. Ems= -

phasis should be placed on the use of flowcharts il problem
solving, economic use of the computer from various aspects

such as storage, time and programming cffort. - Use and .

“appreciation of all periphierals and storage media associated
with the local computer. i
Data structure: words; records, files, arrays,"lists, trees;
character codes; translation processes;- validity  checking;
indircct addressing, symbolic addressing; methods of internal

sorting, e.g. radix sorting, sclection sorting, exchange sorting,

sotting by insertion; mcthods of external sorting, ¢.g. merge

sorting, sorting by insertion, polyphase and cascade sorting;.

methods of searching and updating. Use of subroutines;
procedures and macros; relocatable and segmented pro-
grams; techniques and design characteristics of ‘assemblers,
interpreters and compilers,

References:

Arden B. W. Introduction to-Digital Computing. Addison-Wesley, :

1963 -
Galler B. A. The Language of Conipuiers. McGraw-Hill, 1962
tverson K, E. A Programiming Langiiage: Wiley, 1962

Randell B. and Russell L. J. ALGOL 60 lmplementation, Academic

Press, 1964
Wegner P, lutroduction to Symbolic Programming: Academic
Press, 1964 ‘ :

Computer Organization and System Programming

ling and assembly, monitoring, time-

( clence course,
Delailed

“

cach study they will learn how to use the standard official
. descriptions of - the language. They will ‘operate programs .

documented. This will involve a’ layout along the following -

is an introduction of about 40 lectures {0

of organizing input and ouiput,

tion of computer hardware: oio-

pertics of stordge systems; flow of information. through the
system; methods ol peripheral control; propertics of peri-
pieral devices., .
Grganization of computer software: translation techniques;
stacks: Polish” notation.” Mcthods of optimization: storage
allocation; block structurc; Toutines; fuiictions; compilers;
interpreters, syntax dirccted compilers; genicrators; applica-
tion expressions. . Intermediate “languages. Bootstrapping
-techniques:
“Time sharing in’ a single program: autonomous input/.
" output opcrations by basic instructions; uscr-controlled in-
terruptsy overlapped transfers to- storage micdia; program
branching. Running under the control of a monitor systeni:
use of clock and instruction counter interrupts; overlapping
of input, output and computing of different programs; pro-
* vision of debugging facilitics. Multiprogramming systems: -
sharing: the central processor system between several pro-
-grams; scheduling methods: for, program switching; space
allocation; job queueing and prescheduling; types of backing
stores: scheduling of transfers to backing stores; interrupt
systems.
.~ Hardware test programming: fault finding- on’ simpie
machies; on-line ‘testing - in. multiprogramming  systems;
- automatic recovery after a fault condition. Software tcst

*programming: interface "with hardware; memory dumps;
© - tracing alteration of location values and secquence control;

trapping logical faults in programs.

‘On-line “access - systems: - direct control from  machine
console: multiple direct access systems; programming aspects
of direct access; filing systems. Multicomputer systems.

References:

Operating system manuals of various computers
Corbato F. J. et al, The MULTICS system. Fall Joint Computer

- Conference, 1965, pages 185-247
Fisher F; and Swindle G. Computer Programming Systcms. Holt,

Rinchart and Winston, 1964
Heistand Ro E. A executive system,: Communications ACM,

1964
The ATLAS 1 supervisor, operating system and scheduling system.

ICT, 1966 H .
Wegner P lutroduction to: Sysiem Programming: Academic Press,
6
Bucholz. W, Planing a Computer. System. McGraw-Hill, 1962

~ Tnformation Structures and Processing
Swmimarys The  representation,  interrogation  and  trans-
formation of information structures in'a computer.

Time required: . 20-40 lectures.

Pre-requisites: Course. 11 Introduction-to computer science.
Course 2: Basic computer programming.
Detailed syllabus: Information storage in the machine:
immediate access stores: drums; discs; magnetic tape and
cards. . :

Linear information structures’ number scales; fixed and
floating point representation; words and arrays. Non-numeric
storage; packing and unpacking. Fixed length and variabic
length records.

Processing of linear information: the Iverson notation;
editing;sorting; merging.. Machine considerations: linear
and parallel access; ertor control. .

Complex information structures: lists, trees, jist structuzes
and their storage in the machine. : ,

Processing  of complex information: the list-processing
languages: LISP, IPLV, SLIP, with a special study and
practical use of at Jeast one Janguage, The string-manipulating
languages COMIT, SNOBOL, TRAC with special study and
practical use of at least one language.

Transformations of information structures and deductive
processes: ihe storage and ‘retrieval of library ‘materials,

"z
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.2igcbraic manipulation; formal differentiation and integra=. -

tion. Iniroduction to heuristic programming) game playing
and theorem proving.

L References: :

Iverson K. E. A Prograinming Language. John Wiley' & Sons,
1962

Buchoiz WL File organization” and addressing, 1BM: systemis
jouinal, Vol. 2, June 1963, pages §6-111

MeCarthy 3. er-ali LISP 5 Progranuners Mannal, VYT
{)\)..

Newell AV (EQ). Information Pr rocessing Lnguage- V. Manual,
Prentice-Hail; 1964

Weizenbawin -J. - Symmietrie  List Pmcersm. Communications
ACM. 6, 9, Sept. 1963

Yrnaove V. Ho (Ed). COMIT Plog:(unmels reference m(nmal
(CO\IIFI) MIT Press, 1963 -
An Introduction to COMIT Programming, M1T Press, 1963

s

Press;

Farber, Do J., Griswold R. E.and Polonsky 1. P. The SNOBOLS
Programming. Langucge. Bell System Technical Journal, X1V, 6,

Jaiy-August 1960, pages 8§95-944

NMoocers C. N. TRAC, a procedure:describing langtage for the
reactive: typewriter,. Communications. ACM, 9, 3, March 1966,

rages 215-219

Bobrow.D. G. and Raphacl B.' A" comparisoit of 1(5(-]71006551”5"-r"Lj

canputer: languages.. Communications - ACM; 7, 4, Apnl 1964
pages 231-240 ,
Brooks F.
Wiiey & Sonsy 1963

Borko H. (Ed). Computer applications inthe beltawomal .s :eaces.~

Prentice-Hali, 1962

Slagle J.R. Experiments with a deductive ques(mn answermgf

program. Communications ACM, 8, 12, Dec. 1965
Bobrow D. J. A question-answering system for high school alzebra
word problems. Falt Joint Comiputer Conlerence, 1964
Green: B.. F. et als Baseball: - an awtomatic que.mon a
Western Joint Computer Conlerence, 1961

Programming Languages and Compilers
Sununary: Theory - of “grammars. Languase st
content. Structure of translator (Iexxcogr
editing, syntactical analysis, processin
. Structure of object program. Specis
Tinie required: Up to. 80 Jectures, |
relative importance of material.
Pre-requisites: An im.oducto’r
-+ Detailed syllabus: Theory of gr
{simiple phrase structure) and
specification by BNFE and
“special parsing algorithm
{4 lectures.) -
Language stiuctare and
Routine, blocks, compot
Types- of formal p
Primitive.data type
‘Parallelism. Furth
peripheral operation
visor operations. F
Structivee of fra

syntactc units
2 Meihod
mrethods bas
“of Wha{ .

m-up and
. Rc:as«mg . cal deﬁmnons to simpl
I'isz.«&;\.S;
;of ‘analysis. Thisn;a bﬁc\s:

hichcan bei

of parc W
Or convel e code. Formal scmantic
e, Con FSL, COGENT. Auxilia
identific ists. Methods combining (2) a

A ans. (17 lectures }

St

P.and Iverson K, Ev Awtonatic: Data Py oce.rsmg. Joim‘

ary

1 Theory  of codes:
 theoretical discussion: @) Bindry symmetric chiannel, &) binary
erasure’ channcl
Maximum likelihood decoding.
_ Binary shilt registers. These are usemI for the production of
sequences of binary digits for messages or for pseido=raidom
sequences, and also for decoding.

“4-Treatmient of macros.

Structure of object program! storage allocation (the stack,
Jfixed storage, garbage collcction): Block and routine adminis-
tration. Transfers of control. Elementary arithmetic. Cyclcs
and subseripting.” Arrays. Optimization. .Representation of
compound data structurcs. The. systemi routines for /O,
peripheral. and other operations, Fault trapping. Parallelisny
{15 %cctmes.)

Svecial purpose’ languages: simulation {e.g. SIMULA
ALGOL, SOL, CSL). Survey analysis (e.g. MVQ), symbolic
and algebraic manipulation (e . COMIT, AMBIT, FORMAC,
1.18P). Essentialfeatures of data processing languages. Infor-
mation refrieval fanguages: On-line languages. (22 lectures.)

R( ferelices:
 Cheatham T E Je. The Theory and Construction of Compilers.

(Privale publ ication. ¥ Computer Associates, 1966
Bollict L. Compiler  Writing. Techniques: Institutcs de- Mathe-

 matiques Appliquees, 1966

Notes for NATO Summcr School on Programmmg Languages;

Grenoble
Goodman R, (Ed) Annial Review: in- Automatic: Progranuning

Vols. 1, 2, 3, 4. Pergamon Press, 1960-1965

' “Sevural mtercstmg papers will be found in these volumes.

 Randall B. and ‘Russell L. 3. ALGOL 60 Implementation. Aca-

o dcmlc Press, 1964 -

Baumann T, Feliciano M., Bauer F. L. and Samelson X, Intro-

duction to ALGOL, Prentice-Hall, 1964 -

chncr . Introduction to System Programming. Academic Prcss,
G

Teichroew D. and Lubin J. F. Compuier Simulation = Dmcus.won
of the Teehnique and- Comparison: of Languages. Comimunications

ACM, 9, 10, October 1966, pages 723-741

Compu!er Languages for Symbolic_and: Algebraic A/’mupula//mz
Special issue of Communications ACM, 9, 7, July 1966 -
Colin A, 1. T. Multiple Variaie Cawzlel. Umvcmty of London,

Institute of Computer Science, 1964

Hoare C. A. R. Record Hand/mg. Lectures for NATO Sumiiter

School, Grenobie, 1966

- anﬁt i T. C. and Petrick'S. R. Ou the Relative Lfficiencies of
Coulext-free Gmmmar Recognizers. Communications ACM 8,5,
May 1965

Eloyd R. W. Tiie Syntax of Programming Languages—A Survey.
EE Transactions on Electronic Computers, EC-13; 4, August

1964, pages 346-353

 In addition to the above there are numerous books describing the

standard international languages.

nformation Theory

 Sununary: Information must be sént to a receiver distant in
“ space or time: There are three stages: encoding; transmission

t storage; and recovery andfor decoding.

Messages may- be-continuous ot digital. We may divide the
theory into three parts: Communication Theory. The statistical
treatment of signal and noise. Determination of capacity and
efficiency of channels. Shannon’s theorem. This thecory of
_continuous messages is not very relevant to digita] computer
work. Mathematical theory of codes. Switching theory.

Time required: About 40 Jectures.
_ Pre-requisites: Some knowledge of abstract alg bra.
Derailed syllabus:

information channels.. Types: for

Error » détection and error. ‘correction..

Special codes. Block codes; Hamming distance. Linear

group codes. Slepian's theory, Group structure. Cyclic codes.
Use of binary shift registers for coding: and decodmg.
Meggitt's examiples. :

L
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Iinary sequenccs, Theory. Generaling

by division. ¢ ;
rlations; classical method. Periods. and properlics: Pscudo-

random scquences. Golomb’s results. :

Futther special codes. Useful propertics of crror-correcting }

codes. Hamming codes. Reed-Mulicr ¢odes. Iterated codes.
horteied cyclic codes, ety

72" Switching  theory: idea ‘of ‘a secquential machine as & -
processot of time or space scquences of digits: Requirements

for combination, scquencing and storing of digit pattetns.
Combinational logic and measures. of complexity for com-
binational nets; ¢.g. gate count, arrowhead count. Fan power
and Jogic depth considerations. Methods for describing,
syathesizing | and - simplifying combinational - funciions.
Hazards. ) T )
. Mealy machines, Moore machines, etc. Number of states

in a scquential nict. Procession of states. State diagrams and -

transition tables. Production of the reduced machine (a

canonical form). Assignment of states: to flipflops- (not a,

gompletely solved problem; but contributions to state assign-
ment are numerous and useful), :
Accommodation: of non-ideal signals, Synchronous, asyn-
chronous and spced-independent networks. Huffman’s theory
of asynchronous networks. Muller’s theory of speed inde-

pendence. Post algebra and Eichelburger’s ternary description .

logic. Race conditions,

Refercnces:

The general background was extracted from Golomb 1964,
with help from Peterson 1961; the number theory’ of binary
scquences was taken mainly. from Selmer 1966, but with
reference to Peterson 1961, and MacWilliams 1965, Details of

special error-cotrecting codes are given very fully in Peterson

1961; Slepian 1956 gives a readable account of group codes;
Meggitt 1960-61 was- found a-uscful paper for ‘providing
detailed examples, while MacWilliams 1965 uses® high-power

mathematics in a practical way to determine sequénces with’

specified desired propertics. : o
For switching theory McCluskey 1965 is recommended as a
text-book; with other references for special topics

Theory of Codes
Golomb S. W. ¢t al. Digital: Communicatiogs with Space Ap-
-plications. Prentice-Hall, 1964 :
T MacWilliams. J. The structure: and properties -of binary cyclic
- alphabets. Bell System Technical Journal, 44, pages 303-332; 1965
Meggitt I E. Errér-Correcting Codes and theiy Imipleimeniation
for Dala’ Trausimission’ Systems, A teport stamped IBM British

Laboratorics. About 1960-1961
Peterson W. W, Error-Correcting Codes. MIT Press, 1961

Scimer E.S. Lincar Recurrence. Relations aver Finite Fields, Depts:

“of Mathiematics, University of Bergen, 1966
Siepian D, A cluss of binary .signalling: alphabets.. Bell System
Technical Journal, 35, pages 203-234, 1956 :

Switching Theory

Curtis H. A, The Desigii of Switching Circuits. Van Nostrand,

1962 -
Eichelburger E. B. Hazard detection in combination-and sequential

switching civcuits. IBM J. Res. and Dev; 9, pages 90-99, 1965
Hulfman D. A. The synthesis of -sequential switching &ircuits.
J, Frankiin Inst,, 257, pages 151190, 275-303, 1954
McCluskey E. J. lntrodiction to the Theory of Switching Circuits.
- McGraw-Hill, 1965 : :
Mealy. G. H. 4 method for:synthesizing sequential civcuits. Bell
System Technical Journal; 34, pages 1045-1079,:1955 :

Moore B Fi Gedanken experiments. on sequential. machines.', :

Antomata Studies. Annals of Math, 34, pages 129-153, 1956
Phister M. Logical Design of Digital Computers. Wiie}j, 1958

Numerical Mcthods
Summary: This is a coursc of about 40 lectures on numerical

methods for solving lincar and non-linear equations, matrix

funictions. Scquences: .
Seliner’s T fundamental - identities. “Recurrence

computations,” ordinary and partial - differential cquations,
sterative ncthods. Although students’ attention would be
Grawn (o the various limitations of the methods, the emphasis
would be on the algorithms rather than mathematical error
analysis. : :
Pre-requisites: Introduction to computer science.

Detailed syllabus: Lincar algebra; matrix algebray direct and
iterative methods for the solution of scts of Jincar algebraic
equations and the inversion of matrices; clementary theory of

- cigen values and eigen vectors and direct and iterative methods .
for their determination. .

Mecthods of approximation: polynomial approximation by
difference and Lagrangian methods, including applications to
interpolation, numerical differentiation and numerical inte-
gration; - orthogonal  polynomials; Gaussian. quadrature;
method of least squares; harmonic. analysis; rational ap-
proximations.

Solution of non-linear equations: determination of roots of
non-linear equations by iterative methods; successive sub-
stitution, rule of false position, Newton-Raphson, modified
Newton, Bairstow’s and Muller’s methods.  Aitken’s 5
process. Analysis of convergence and comiparison of iterative
methods. :

Ordinary differential equations: analytic methods: Taylor's
serics and Picard’s method. Single and multistep: discrete
variable micthods (Runge-Kutta, predictor-corrector,: ¢tc);
the  difference  correction method; sets: of. simuitancous

- equations and equations of higher order; special methods for

second ‘order equations; stability. Two point boundary-value
problems; characteristic values and functions; approximate
solution using difference methods; differciice correction; use
of linear ¢compounds.in approximating to solutions.
Introduction to partial differential equations: quasi-linear.
equations: of ‘the first order; classification of quasi-linear

“equations of the second order and discussion of the appro-

priate ancillary boundary conditions; characteristics; pair of
simultaneous first order equations. Finite difference approxi-
mations; variational methods for the solution of elliptic
equation; s;ep-by—étep forward  integration - of parabolic
equations and the problem of stability; elementary applica-
tions of the method of characteristics to the solution of
hyperbolic-equations.
Elementary ideas of error and precisiomn:

References:

Bull' G, Computational Methods and ALGOL. Harrap, 1966

Noble B. Numicrical Methods. Vols, 1 and Z: Oliver & Boyd, 1964
- Hamming R, W Numerical Methods for Scientists aud Engineers,
McGraw-Hill; 1962 :

Hiidcbérand F. B. Introduction to Numerical Analysis, McGraw-
Hill, 195

National Physical Laboratory. Modern  Computing ~ Methods.

 HMSO, 1961

Ralston A, A4 first course in Numerical Analysis. McGraw-Hill,
P

1965 ;
Fox L. An Introdiction 1o Numerical Linear Algebra. Oxford,

1965 o
Smith G. D. Numerical Solution of Partial Differential Equations:

Oxford, 1965

WNurerical Analysis

Summary: This is a course of about 40 lecturcs on the more
advanced parts of numerical analysis requiring niore mathe-
matical background, ‘and ‘emphasizing error analysis and
convergence problems. i

Pre-requisites: Elementary numerical methods course.
Detailed syllabuss Error analysis in linear algebra: normis of
vectors and matrices. Measures of ill-conditioning of matrices,

- eigen vectors and eigen values. Error analysis of elimination
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tnethods and of methods for computing eigen valucs.
Ordinary differential cquations: error propagation: for
discrote variable methods;  stability - and: convergence,
giaiist%éal theory of the propagation of rounding crrors.
Pactial diverential cquations: more advanced treatment of
s eiliptic equations including miethods in. curreat usc (SOR,
~Chebyshev, 'ADI, Peaceman-Rachford, etc). Problems of
convergénce. and stability for parabolic: equations. More
sdvanced treatnient of hyperbolic equations; characteristic
co-ordinates: claboration of method of characteristics, Intro-
duction to treatment of shock waves. Eigen value problems;
treatment of singularities,
Integral cquations: numerical methods for solving integral
equations, :

References:

Forsythe G. E. and Wasow W. R. Finite Difference Meihods for .

Partial Differential: Eqiations. Wiley, 1960

Fox L. Nunerical Solution: of Ordinary and Partial Differential

Lquations. Pergamon Press, 1962
Todd’J. Survey of Numerical Analysis. McGraw-Hill, 1962
Varga R. Matrix Iterative Analysis. Prentice-Hall, 1962
Wendroft. B, - Theoretical: Numerical Analysis. Academic Press,

1966
Wilkinson J. H. Rouuding Errors in Algebraic Processes. HMSO,

1963
The Algebraic Eigen value Problem, Oxford, 1965
Walsh Joan Numerical Analysis. Academic Press, 1966

Statistical Data Processing and Analysis

Summniary: Computational aspects of the analysis of data;
data screening and checking; survey analysis; multivariate
analysis; analysis of variance; regression analysis; time series
analysis;

Time required: 40 hours plus 20 hou~s practical work.,
Pre-requisites: An introductory course on statistics of about
40 hours, including practical work; this would have covered

statistical inference, experimental designs, descriptive statis-

tics, hypothesis testing, estimation, regression and correlation.
Detailed syllabus: Survey analysis: sampling techniques, data
-collection; coding ~and’ checking. Descriptive  techniques:
graphic, tabular and other outputs. Multivariate analysis:
computational aspects, formation of covariance and corre-
lation matrices, principal component analysis, factor analysis
and rotation, discriminant analysis and distanceé techniques
for cluster analysis. Analysis of variance: up to three factor

simple designs, Latin squares, missing observations dealt with |

by use of design matrix. Response surface analysis. Regression
analysis: multiple linear regression with inclusion or exclusion

of variables; step-wise regression, use of dummy classification

variables, non-linear regression. Time serics analysis: spectral”

analysis, moving averages, smoothing, trend estimation and
scasonal adjustment, other cyclical variations, index numbers
and forecasting,

References:

Manufacturers® literature giving program specifications, and the

following:
c Ya(gc;. F. Sampling Methods for Censuses and Surveys. Griffin &
o, 1959
“Lawley D. N, and Maxwell A. E. Faclor Analysis as a Statistical
Method. Butierworths, 1963

Kendall My G. A4 Course in Multivariate Analysis. Griffin & Co, -

1957 -
“Davies O. L. (EQ). The Design and Analysis of Industrial Experi-
arents, Oliver & Boyd, 1956
Davies' O, L. Statistical Methods in Research and Prodiction:
Oliver & Boyd, 1957 .
Smitlic. K. ~W. Au Tntroduction to. Regression: and Correlation,
“Academic Press, 1966 ST
T Kendall M. G. and Stuart A. The Advanced Theory of Statistics.
© Vois. I, I ang 111, Grifiin & Co, 1959, 1961, 1966 :

JUNE 1967

-

- Data Processing

S Sunmnary: File processing, serial and random-access. COBOL

programming. Sorting. Sort and report gencrators. Systents
flowcharts, - Decision  tables. Simple " data processing. ap-
plications.. Data processing cquipment: Data préparation.
Accounting machines. Electronic calculators.

Tine required: 60 lectures with supporting practical work,
Pre-requisites: An introductory course on computers,
Detailed syllabus: Files, blocks and records. File updating.
Master and transaction files. Systems flowcharts. COBOL —an
introduction for punched card files: Punched card data pro-
cessing. Keypunches and verifiers, The sorter; collator and
tabulator. Plugboard wiring. Paper tape: data processing.
Accounting machines and eleétronic: calculators, Magnctic
tape operations in COBOL. Magnetic tape file processing.
Sorting and collating. Random-access. file processing. Sort
and report gerieralors. Applications to payroll, sales analysis,
dccounting and invoicing, inventory control: Systems design
and documientation, Decision tables, Operation of on= and.’
ofitline equipmient. Tape drives, discs and drums, Teleprinters
and line printers. Console typewriters. Card and paper tape
readers and puriches. Optical and magnetic ink character
readers, Graph plotters and graphic display devices: Data
links and communications equipment.

References: .
In addition to the books listed below the various manu-

facturers’ publications should be consulted.

Awad E. M. Business Data Processing. Prentice-Hall, 1965
A very. useful introduction

Brooks F. P. and Iverson K. E. Auwlomatic’ Data Processing.
Wiley, 1963 :
An cxcelient survey

Burton' AL J.and Mills R. G. Electronic
Business Applications. Bean, 1960
Contains much - useful. information " on  applications although
published some time ago

Gregory R, H.and van Horn R. L. Business Data Processing and
Programmming. Wadsworth, 1963
Another-cxcellent survey

MeCracken D. D, 4 Guide to COBOL Programining. Wiley, 1963
Deals with. IBM 7090 COBOL but has many useful cxamples and

exercises
McCracken D. D. An Introduction to IBM 1401 Progranuning:

Compiiters and their

Wiley, 1962 :

Containis inwuch useful general information besides the specific 1401
raterial L

Management Data Processing.

< Sunmmary:: Businessisystems}. case. studics.” The intcgrated

system concept. Systems analysis: feasibility studics, systems
design,: documentation and proving. Management science:
planning - and - forecasting,. decision making,  simulation,
heuristic programming.

Time required: 30-40 lectures and supporting practical work.
Pre-requisites: Courses on file processing and COBOL pro-
gramming and on data processing equipment; also & paralici
course on statistics and operational rescarch.

Detailed syllabus: Business systemis: systems flowcharts and
decision tables, Software for commercial programming: sort
and report generators; input/output control systems. Case

. studies; e.g. payroll, sales analysis, invoicing, inventory con-

“trol, production control (to include systeras documentation

and COBOL programs), The concept of an intégrated systenw.
Commiunications and real-time systems.
Systemis analysis: feasibility studics. Fact finding. Systems

~design and documentation, Timing considerations; choice of

¢quipment, Programming and conversion,. Validation and
error procedures. Systems. proving, operation and mainten-
ance.. Use of appiications: packages. Special problems: of
real-time sysicms. :

&7
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CoManagement Scicnce - Applications: . the
inforimation an(. the preseatation: of results. Planning: and
“forecasiingy swtistival: forccasting. {echniques, Lincar: pro-
gramming; | the - auplementation. of “the simplex method,
Critical pathy methods and PERT. Deccision making and the
uscof lﬂOdCIb Busmcss games. Simulation programming: the
i “:gua«c e.g.. CSL. - Heuristic pro-
vics and recursion; appizcations

eny.

Use of a
gr.xmmm}
{e.g. the hing

V /wfucnccv
Many of the books below have bibliographics giving furt et
references: In addition; the computer manufacturers’ pub~
Jications may be consulte

Brandon, Manageneint . Slam/al(fv Jor : Data Processing. V'

Nostrand, 1963

Very usciul on'systems analysis
Burton and. Mills,

Apphca/mm Benn, 1960

Gives details of some applications

Feigenbaum and Feldiman. Computers: and Thought. AVcGra\w

Hili, 1963

Contains papers on heuristic programming
Fisher- and Swindle. Computer Programming S ystem.s'. Hols,

Rinchart & Winston, 1964 r.

Uscful on commercial software

Laden and Gildersiceve. System Design for Computer Applzcatlort. :

Wiley, 1963
Excélient coverage of systems analysis

McCracken. COBOL Programming., Wiley, 1963
Condains uscful case studies

McMillan and Gonzalez, Systemns Analysis. Trwin, 1966
Uscful on modcls and sxmulanon

Operations Rescarch
Summm ‘y: This is an introductory course on b"zsxc meihoas
£ Opcrations’ Research, mathematical programming, net-

work analysis, critical path planning and scheduling, queuemg
methods and simulation.

Time requived: 30-40 lecture hours or about one-sixth of a
year’s work load for a university student,

Pre-requisiter An introductory statistics cotirse,

Demile(l spllabus: (N.b.. The emphasis given fo the topics
will depend on the interests of the students and on their
mathematical and statistical knowledge. There is a' large
~overlap - with the  course  on matm,matxcal optimization

. meihods.)
The scope and limitations of opvratxono research. Place of

i miathematics in’ OR. Nature of available information and-

.-methods of obtaining it, (2 lectures.)

Introduction to. graph theory; shortest path algorithm;
path methods; float and slack. PERT/time, PERT/:

ritical
cost. Network flows; the maximum flow < minimunt cost
theorem, Ford-Fulkerson algorithon (8 lectures.)

Linecar programming; examples, mathematical formulation,

the simplex aigorithm with geometric explanation, extensions
of the linear programming technique the transportation
problemi.. Dynamic programming with exampies of its use,
{9 lectures.)

Queueing  theory; the
processes, simpie birth and death processes., (4 lectures.)

Inventory co.mol, simple examples of the calculation of
re-order C‘Udﬂtit) in the single and multi-product case, when
the demand is fixed or probabilistic, (4 Iccmrcs)

Renewal theory; replacement with catastrophic failures and

with increasing maintenaice costs. (4 lectures.)

Simuiation; basic ideas; uses and limitations, Planning’
simulation experiments. Statistical techniques, gencration of

pscudo-random. numbers, . Variance reduction * {echniques.
- Examples of the use of simulation. Computer simulation

&

collection of

Electronic - Computers and lieir Business: -

Poisson distribution, - branching -

languages, e.g. SIMULA ALGOL, SOL, CSL, SIMSCRIPT
or DY NAMG, (G icctures.)

References:

Sasicni: M., Y‘mp‘m A, and Freidman L. Operations Researc/z
Mothods and Problems, VWil cy, 1959
A good text for this course
Saaty. T.. L. Mathematical . Metliods. of - Operations Re.scarc/;.
McGraw-Hill, 1959

Vcry adv..nccd )
Kaufmann A, Methads and - Models  of - Operations  Research.

Prentice-Hall, 1963
Vazsonyi A Scientific Progranuning in Business: and lmlus(ry.

Wilcy, 1958

Churchman C. and Verhulst M. /\//(umgemcnl Sczcuces, Models
and Teclniques, 2 Vois, Pergamon, 1960

Kantoroviich L. V. The Best Use of Econoinic Resources. Pere
magon, 1965

Gass' S, 1. Linear Piogramming. McGraw-Hill, 1964

Nembiauser Go Lo Jntroduction to- Dynamic Programuming: Wiiey,
1966

Licwellyn R, Lincar Progranning. 1964

Dantzig G. Lincar Progranuning and Extensiois, Prmccton Uup,
1963 :

Cox Do R, Renemzl Theory. Methuen, 1962

Graves R. L. and Wolfe P, (Ed). Recent Advances in ﬁfa{/:emalzcai
Programming. McGraw-Hill, 1963
Very advanced

Arrow K. J;, Karlin S. and Scarl H. Studies in tlie Mathemnatical
Theaory of lnventory and Production: Stanford UP, 1958

Wagner: H.. M. Statistical Management: of Inventory Systenis.

© Wilsy, 1962

Hadley G. F. and Whitin T, McL. An(l/ysu of Inventory Systems.

Prentice-Hall, 1963
Eimaahraa) S. E. The design of Production Systeins, Reinhold,

- 1966

Karlin S, Mathematical Methods aud Theory in- Games, Pro-

Cgr anmung and Economics. Adison-Wesley, 1959

4 Good

- Math
'.:;wnmary: Introduction; general mecthods for unconsirained

Kibbee J. M., Craft C. Li and Nanus B, Management Gamnes.
Rcmhokﬁ, 1961

- Nenworlke Theory

Lockyer K. G, litroduction 1o Cz itical Path Analysis. 1965

Moder J, - Joand Phillips C. R, Project Management with CPM
and PERT, Chapman & Hall; 1964

Battersby A Network - Analysis” for Planning  and Scheduling.
McMillan, 1964

Busacker R. G. and Saaty T. L. Finite. Graphs and Networks.
MeGraw-Hill; 1965

Berge C. The Theory of Gi aplls. Methuen, 1962
Difficult

Ore' O. Graphs and Their Uses. Random House, 1963

Beckenback  E.: F.o: (Ed).. Applied . Combinatorial MMathematics,
Wiley, 1964

Ford L. R. and Fulkerson D. R. Flows in Networks. Princeton,
1962

Queueing Theory and Sinulation
Khinchin, Mathematical. Methods in- the Theary of Queueing.

- Grifiin, 1960

Riordan. Stochastic Service Systenis, 1962

Saaty T. L. Elements of Quencing. Theory, 1961

Lee A M. Applied Queuemg Theory. 1966

Cox D. R.and Smith W, L. Queunes. Methuen, 1961
Vexy cood. ¢

Hall and Dobell. SIAM Review 1V, 1962, pages 235-~254
A good review

Tocher K. D. The Art of Simulation. EUP, 1963
Good

Shreider 1. AL (Ed). The Monte Carlo Mei/zod The Method of
Statistical Trials. Permagon. 1966

Naylor T. H, Buh*my J. Ly Burdick D. S. and Kong Chu.
Computer Sunulalzon Techniques, Wilcy, 1966

Chorafas D. N, Systems and Simulation. Academic Press, 1965
Hammersley J. M. and Handscomb D. C. Monfe Carlo Mc!/:aa’a

Methuen, 1964

I COpti

mﬁt%c& mization Methods

and - constrained problems;  lincar and non- linear  pres

-gramning; dynamic programming.
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Time required and pre-requisites: This could be a course of
about 30-40 lecture hours, or about one-sixth of the yeat’s
work-load:for final year university mathematics students, For
other classes the syllabus and time allowed must be modificd
‘accordingly.

Detailed syllabus: The aim: throughout should be to integrate
*thicory” with the performiance of the micthods described in
practice’ ansd with their realization as computing algorithms.
Examples should be given of the sucecss and failure of the
micthods considered.

Description of the optimization problem. Locat and ¢
extrema. Minimization of a function of a single variable.
Fibonaccl search, interpolating polynominl moetheds. Un-
constrained - oplmization, classical - mcthods,  quadratic
functions,- generalized Newton-Raphson niethod, Mcthods
using - first, derivative  only. Variable  nietric methods of
Davidon and others: Methods using function: values-only.
Constrained - minima. Reduction - to- uncosnstrained ' form,
Lagrange nmultipliers, projection mecthods. (11 lectures.)

Linear programming: the lincar programming problem;
canonical forms; vector spaces and convex sets; the simplex
method; artificial variables; degencracy; cycling; perturbation

fum ¥
D41

techniques; duality problems; the revised simplex mcthod; :

product form of the inverse; parametric linear programming;
seasitivity- analysis; the dual simplex method; primalduel
algorithmy;  decomposition: “algorithm; - the.. transportation
probiem; - stepping-stone - method; - integer.  prograwuning;
cutting plane; primal branch and bound; and partial enu-
meration methods. (22 lectures.) }

Quadratic programming; convex f{unctions; Kuhn-Tucker
theory. (2 Iectures.)

Dynamic programming: principle of optimality; functional
equations. and computational procedure; one-dimensional
aliocation processes; multi-dimensional allocation processes;:
Lagrange multipliers. (5 lectures.)

(N.h. ~ The italicized topics are of an advanced nature and
can be omitted if desired.)

References:

Walsh J. (Ed). Numerical Analysis: An Introduction. Academic
Press, 1966
Chapter 8 by M. J. D. Powell and its references. A good general
survey.

Spang H. A 1L A Review of Minimization Technigues for non-
linear functions. SIAM Review 4, 1962, page 343

Balakvishnan - and . Neustadt: (Eds). - Computing  Methods in
Oprimization Problenss, Academic Press, 1964

Leitman G. Optimization Techuiques with Applications o Aero-

space Systems, 1962

Lavi and Vogl (Ed). Symposinm on: Recent” Advances in Op- :

tinization Techuiques. Pitsburg, 1965 L )
Pontriagin: L. S. et al. The Mathematical Theory of Optimal
Processes, Interscience (John Wiley), 1962
Zaguskin, Handbook of Numerical Methods for the Solutior: of
Algebraic and Transcendental Equations, 1961 .

Linear Programming

Llewcilyn R, Linear Programming. 1964
A good basic text L
Gass S. 1. Linear Programming, McGraw-Hiil, 1964 :
An cxcellent text on the theory of LP. :
IQQazz(zig G. Lincar Programming and Extensions. Princefon UP,
63 :
Hadley G, Linear Programming. Adison-Wesléy, 1962
Hadley G. Noui-Lincar and Dynamic Progranuming. -Adison-
Wesley, 1964 : . i

LDynamic Progranuning

“Shuchman A, M, (Ed). Scientific Decision Making in Business.
Holt; Rinchart and Winstone, 1963 - - :
Contains an cxcclient chapter on dynamic programming

Nembhauser G, L Inlroduction to Dynamic Programming. Wiley,

1966: A basic {ext

Jacobs O. L. R. A lntroduction o Dynamic Programming, 1967

Bellman Ro and Dreyius Se Applicd Dyunanmic: Programming. 1962

Dreyfus So Dynamic Programming and the Calcilus 6f Variations.
Academic Press, 1965 L

Logic Design and Switching Theory 1

Sununary: Boolean algcbra. Analysis and synthesis of logic
networks, Combinational- and"scquential switching systéms,
Design of counters and shift register: Computer sub-systems.
Methods of executing arithmetic operations.

Time required: 40 hours lectures with supporting practical
WOTK. )
Pre-requisites: General mathematizal background plus, pre-
ferably, some contact with clectronics or ciectrical networks.
Detailed -syllabus:- Boolean - algebra. - Postulates,  theorems,
canonical forms. Function representation and minimization
by algebraic, graphical and tabular methods. Logic realiza-
tion.” Types of “gate and: appropriate synthesis methods.
Hazards. Contact networks, special forms. Bistabi¢ elements,

“logic deséription and application’ to counters and. shift
‘registers.  Arithmetic operations,” serial and - parallcl “adders
~and subtractors. - Multiplication and division methods. Se-

quential  machines, Moore. and  Mealy models. Syntlicsis
procedures. for asynchronous- and - synchronous  machines,
hazards. Practical metliods of realization.

References: v

Chu Y. Digital- Compitter Design’ Fundamentals, MicGraw-Hill,
1962
Good coverage of combinational logic, with computer applications.
Excellent scction on arithmictic mcthods

Coldwell Si Ko'Switching Cirenits and logical design; Wiley, 1958
A classic giving thorough treatmént of al} aspects of contact net-
works but weak on electronic realizations. Many exerciscs i

Flegg H. G, Boolean Algebra. Blackice, 1964
Fairly formal approach covering: mainly  combinational logic.
Introduces Boolean matiix methods. Exerciscs provided

Maley G. C. and Earle J.. The Logic Design of Transistor Digital
Computers. Prentice-Hall,. 1963 .
Concentrates on NOR and NAND network realization

Miller R. E. Switching Theory, Vol. I, Wiley, 1965
Excellent formal text on combinational logic with many cxercises

- Logic Design and Switching Theory 2

Sununary: Extension and rounding  out  of  miaterial * of
Course 1. ‘

Time required: 15 16°20 lectures with practical work.
Pre-requisites: Course.1 ot equivalent

Detailed syllcbus: Special: Boolean functions and their im-
plications- to - engineering. Boolean: functions - classificd

‘according to formy of network. Lincar and non-lincar feedback

shift. registers. Refinements in arithmetic subssystenis 10
increase computing speed. Sequential machinies, minimal state
theorems, incomplete specification, the state - assignment
problem, regular expressions. Hazards in pulsed scquential

“circuits.” Design for reliability, redundancy, level-operated

circuits.

< References:

Flores J. The Logic of Computer Arithiietiz, Prentice-H
A very thorough exposition of modern methods in arithm

Miller R, E. Switching Theory, Vol, I, Wilky, 1965 .
Not light reading but one of the best formal treatments of scquentiial
machines in book form )

.

Analog and Hybrid Computing

Swnmary: The course covers analog and hybrid programming
with some hardware being considered.

Time reguired: 60 lectures with supporting practical work
(approximately 20 hours)
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Presrequisites: A gencral caginecring or mathematical back-

ground  mvolving . somc knowiedge of clementary - digital
computer programuming using a language such: as: EMA,
ALGOL or FORTRAN,

Detailed syllabus: Lincar clements: operational amplifiers, -

potentionteters, - lincar differential equations. with constant
cochiicients, Control: input/output peripherais, control modes
and ciceuits, Scaling and linear analysis: problem and machine
uhits; time and amplitude scaling and {requency approxi-

mation; lincar analysis By operator, time domain, frequency

domain and transform techniques.
Non-lingar elements: mu

reiays; futiction generation by explicit and implicit techniques;

time varying and non-linear differential equations; transport
deinys.

Error analysisy dynamic and static checks; error analysis

and’ instability; noise and performance evaluation; crror i

reduction techniques: .

Advaunced analog techniques; repetitive operation; direct”

‘simulation; optimizatior: and control system studies; adjoint :

- techniquces,

. 1 Hybrid computer systems: analogue computers with Jogic

. modules and/or with independent: digital control computers;

svixed comiputing systems involving time sharing; analog~
‘digital - and - digital-analog conversion; hybrid’ interfaces,’

hybrid software requirements; subservient: digital programs.

Hybrid applications: general iterative techniques, boundary -

“value and eigen value problems; partial differential equations;:

control and optimization techniqucs.

Refereuces: ;
Fifer S. Analogue Computing = 4 vols. McGraw-Hill, 1961

This is the standard reference :
Johnson C. L. Analog Computer Techuiques. McGraw-Hill, 1963

" Very good for servomechanisms and the simulation of electronic:

 devices

Levins L. Methads for solving Engineering Problems usiig 4 nalog

- Computers. McGraw-Hill, 1964 :
. Engincering oricntated ~ very sound presentation

1962
Error analysis - excellent

Tomovic and Karplus. High Speed Analog Computations, Wiley,

Rogers and Connelly. Analog Computation in Engineering Desigh...

. McGraw-Hill, 1960

. Good all round text *

. Paul R.J. A, Fundamental Analogue Techniques. Blackie, 1965

. Excellent for dircct simulation and transfer function realization

.. Stewart and Atkinson.: Basic Auaglowe Compuier Techniques.
¢+ McGraw-Hill, 1967 PR :

. A good inexpensive text

Real-time Progrzn}ming :

. Swiinary: Application - of computer’ and programming

! systerns to’ real-time, on-line and multi-access working in

. commercial, industrial defence and transportation problems.

. Time required: 30 lectures plus treatment of special topics.

" Pre-requisites: A basic knowledge of computers, ancillaries,
programming and data processing.

Detailed syllabus: System: reliability; - redundancy; - failure

modes, “switchovers, . fault recovery. Control.of multiple
input/output devices; priorities; overloads, queues. Randont
aceess -+ storage; - organization - and - integrity. . Multi-pro-

gramiving.. Supervisory, ' control . or  executive  programs.:

Integrated : systems; - matching, - documentation, . program-

testing, Design problems and simulation of muulti-program

operations. Errors; sources; identification and correction.
Sclected topics frony: Aircraft, ship and submarine navi-

gation,. Weapons firing ‘and ‘trajectory. control. Spacecraft:

trajectory. control. Early warning radar systems. Industrial
- process control. Air, road and rail traffic control systems.

CPrecrequisites: A

ACKNOWLEDGEMENTS

Airline séat reservations and operations control. Production .
schieduling and control, Financial transactions; banking and

stock “exchange.  Design of engincering  components and

assemblies, Teaching machines. Multi-access computing.

Refercirces:! .
In addition to. the books listed: below the various manu-
facturers’ programming manuals should be consulted.
fartin J. Programming Real-Time Computer Systems. Preniice

Hall, 1965 .

Desmonde W, H. Real-Time Data Processing Systems — latro-
ductory Concepts. Prentice-Hall ] .
Zin Jo Systems Analysis for Real-Time Computers. Trentice-

MMathematical Logic .
Suninary: - This cotrse covers the propositional and predicate

calculuses, recursive arithmetic, Turing machines and finite
5 . A"

automata.

Time requived: Approximately 40 lectures.
general  mathematical
engineering degree standard.

background:  of

" Detailed syllabus: Introduction: algebra of scts, Boolean
“algebra. Propositional algebra: the notations of Hilbert and

Lukasiewics, connectives, duality and normal forms.

Propositional ¢calculus: the concept of a formula, deduction
theorem, equiveridic formulae, consistency and completeness
of propositional calculus, independence of axioms of pro-
positional calculus.

Predicate logic: predicates, quantifiers, “axioms,  normal
form. Restricted calculus of predicates: formulae, axioms,
consistency, quantification, deduction theorem. ’

Recursive arithmetic and finite’ automata: primitive and
general recursive formulae, Turing machines, computation of
recursive formulae by Turing machines, recursive sets and
predicates; Church’s A-notation and calculus, finite automata,

-state tables, synchronous sequential circuits, reduced forms.

References:

Church A. Mathematical Logic. Princeton, 1956
A classical text book on the subject: original material

Kneebone G. T. Mathematical Logic and-the Foundations of
Mathematics.. Van Nostrand, 1963
Extremely lucid and well documented

Novikon P. S, Elements of Mathematical Logic, Cliver & Boyd,
1964 :
Gill A; Introduction to theory of Finite State Mackhines, MicGraw=
Hiil, 1962
A standard text book on the subject. .

Shannon and McCarthy. Automata Studies. Princeton; 1956

" An early work on automaia; very sound

Mendelson . E. - Introduction to - Mathematical . Logic, Van
Nostrand, 1966 . :
Davis M. Computability and Unsolvability. McGraw-Hill, 1958

A LiSs
puter science,depariments and especially to acknowiedge its debis
to the ACM report on an undergraduate programme. in compuier
science published in the Commmuications of the: ACM, Yolume 8
No. 9, Beptemver 1965, : : D

Thé working party would like to thank many individuals and coni
H
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personnes participent a  lenseignement

pour les
sections d’'Ingénieurs-mathématiciens: :

P%of@sséﬁré ‘d.e la Faculté des Sc:ie:acesﬁ
E‘M&sitrésmas;sistants et Assistants de Faculié
Ingénieurs dukcén‘t}ce‘dé\réchemhé

egtéiieu.xs

Ingénieurs (secteur public ou privé)

" Professeurs de VEnseignement Technique.

7
| e

SECTION NORMAEI
Premiére amnee
TECHNIQUES M}%THEMATI QUES DE I3 PHYSIQUE #
Probabilités, intégration, malrices, varia
lyse vectiorielle, fonctions de Bessel, svs
éguations: aux- dérivées partielles.
 ELECTRICITE #
Lois  difiérentielles et intégrales de Iélectrostatique
de Yélectromagnétisme, milieux diédlectiiques et mag
tiques, éguations de Maxwell, Vélectron &t leg long, radios
électricité, théorie des soi.id@aﬂ

ANALYSE NUMERIQUE #

Calcul matriciel;  inversion de  mairices,
systemes linéaires  méthodes directes, m
tion, interpolation, dérivation, iniégra
férentislles. ‘

y complexs, @
5 différenti

résolution
rdes de relk
éouations

ALGEBRE DE m%é&:

THEORIE DES RESEAT
CALCUL OPERATIONNE)
ESPACES VECTORIELS NURMES
INTRODUCTION A L'ELECTRONIQUE
TECHNOQLOCIE ET DES

* Le prograrmme  de- ces . cours permet de se’ présenter au. certificat de
licence du raéme nom.

9




Deuwxidme annde

MATHEMATIQUI °
Ensembles, structures algébricue:
espaces normés, séries, intégration,
d’équations différentielles. B

‘LOGIQUE ET PROGRAMMATION *
Systémes formels, calculabilité, machines de Turing, théorie
des aulomates et langages formels.

TECHNIQUES DE LA PROGRAMMATION
Description compléte du calculateur LB.M. 7044, langage
d'assemblage MAP, programmation du systdme IBSYS,
téléprocessing.

CALCULATRICES DIGITALES
its de caleul, techniques des opérateurs, des mémoires,
orgenes d'entrée-sortie, organisation logique des
dmes digitaux. - ‘

CELCULATRICES ANALOGIQUES

s linéaires et nom-linéaires, résolution de sys-
fférentiels et aux dérivées partielles, de systérmes
wes, shnulation. ~

TRONIQUE IMPULSIONNELLE ET MEMOIRES
nsistors, circuits impulsionnels et rapides, mémoires

. grende capacité, mémoires 3 tores, circuits logiques
&

aces mérigues,
«ce des solutions

R

*

1

WIQUES DE CALCUL, TECHNIQUES D'ORCANISATION
RECHERCHE OPERATIONNELLE
TECHNOLOGIE ET DESSIN SPECIALISES

Bous? et
Technologie des machines 2 calculer, plans de mécanismes
ou de circuits, projets d’organes de machines, rédaction
de notives.

JITY

s e oot e i

Intégration, distributions, convolution,

< Tyoisidme année

s
v

Engselgpements comimuns aux

wa

STATISTIQUES *

Principales lols statistiques, échantillons en
d’hypothése, tests paramétriques ou {ouls
théorie de Vestimation.

3, tests

METHODES MATHEMATIQUES DE LA

fonctions spéciales, équations intégrale:

- PROGRAMMATION - COMPILATION

CTHECORIE DES LANGAG
PREPERATION DU

OPTION :
CALCUL SCIENTIFIQUL

Théorie de Vapproximation.

Théorie des veleurs propres.
Bouations différentielles et aux dérivéss partielles,

Equations de la mécanique,

Méthodes de Monte-Carzlo.
Programmation linéaire.

Programmation dynamigue. :
Pyoblémes en recherche opérationnelle.
Fnalyse de la variance.




i 2 OPTION :

LOGIQUE ET CONCEPTION DES CALCULATRICES
Algébre logique.

Théorie de Yinformation.

Analyse de la variance et plans d’expériences.

Physique. 4 ;
Electronique -(circuits imé*« és, mémoires) ‘

Logique des systdmes.

Fiabilité, pEE
Technique analogique. :
Automatisme et séquence, : i ,
Compléments techniques. - o o :

Traveux pratiques.

OPTION -

CESTION AUTOMATIQUE

ation linéalre. ‘ S

ammation dynamique.
de la variance et plans ’expériences.
ient de Yinformation,

Langage de gestion. i
Techniques dorganisation et de production.

Techuiques économique, financiére et commerciale.
- Gestion automatisée. \

Simulation.

Jeux d’entreprise.

L

i

i
R s e




S

prises de construction de matériel. Ile font en ot

. SECTION §

By

Dans le vaste éventail de matidres enseigndes 3 la secton
noymale, la direction conseille & chague étudiant un ensem-
ble de cours adapté & ses cormaissanc

& Yoption choisie.

antérienres . ef

Les étudiants effectuent en cours d'anuée un voyage une

semaine consacréd & la visite de centres & ealeul et Gend

3
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o
©
&
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un mmols dang Vindustrie,
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. 2 — MA!TR ISE mma;z;:? QuE

; COMPOS ITION»
Mcihemohques et olgon’thmmu T
Informatique générale, : R Cenn
Logique ‘et programmation des ealeulateurs ou mpprosﬁm(a»«
‘tion'-et’ optimisation. Hn Sl
: Un certiﬁcat d’études sup-’*'eum au chozx du can '?dmt._

|
0
N

reisy

. » HORAIRES EXAMENS PR OG\’“J“\MMF’S
Lo C ‘i Ma%hcmat:ques et elgorithmige

STaaboatadi i

i
i
|

: S 1° Horaires (o), i
Lo Ensesgneme*‘xi théorique : quatre heures,
Ce Enseignement dirigé : deux heures. S

Enselgnemem proi:que : quatre haur&s

y . : 2 Epreuves . S
L Une epreuvc ecme notee de 06 20 (cun: : qumm hewes'
Lo clent 2. ‘

. Une épreuve pmhque notée dc 04 .?0 (coels
L'ensemble des épreuves écrite et protique. el
Une epreuve omlc notec dc 0:&:20 (coeu:w, Ak

TN

3>° Progmmm

fnitiation & Feonalyse s S
T — Caleul intégral, s
- Introduction aux espaces vcctonc!s normés.
= Equations différentielles. et forictions spdciales.
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Algorithmique numérique 1
Approdimations,
Dervations, e

Systémes lindaires d’equouons ou X’ibéthations..
Equations algébriques,
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logiques et arithmétiques et au stockege de l'm‘fo‘mmxon
Notlon d'automates séqtentiels. SR

Théorie des. algorithmes, pr!xcuhon & la gogmm'ncmon aux lon—

gages ef oux systémaes,

e < , o N R e

Troitement de E'iﬁ‘?fof&ﬂ@is’m’% sous s forme wn%imse}:

Notion: d’opérateurs anolog ES.
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Enseig:{ement théorique : trois heures.
Enseignement dirigé : deux: heures. RESIEE
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Comolements de: mothémaotiques (analyse fonctionnelle).
Itération (récurrence, gradient, théoréme du point fixe et apphmhons. i
Discrétisation (équations fonctionnelles en générall. : ¥
Approximation (caroctérisation et construchon d‘cppmzxxmmnons, (con«
vergence; -stabitité). b
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